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Introduction

Protein structure prediction is a critical problem in bioinformatics 
which is so far unable to deliver the tools to reliably predict the 
structure of a protein from its amino acid sequence (the com-
plete information available on webpage [1]. On the other hand 
the huge number of protein sequences theoretically possible 
which do not show any significant similarity with real proteins 
seems to hide a large number of possible biological activities of 
pharmacological significance [2, 3], a problem which cannot be 
approached using experimental methods

From this viewpoint, one of the software tools which in the 
recent years showed a significant success is the ROSETTA ab 
initio program developed by Baker and coworkers [4]. Rosetta 
abinitio is an ab initio protein structure prediction software which 
is based on the assumption that in a polypeptide chain local 

interactions bias the conformation of sequence fragments, while 
global interactions determine the three-dimensional structure with 
minimal energy which is also compatible with the local biases. 
The energy minimization procedure applied by Rosetta on the 
models generated uses a semi-empirical force field in which the 
principal non-local interactions considered are hydrophobic inter-
actions, electrostatic interactions, main chain hydrogen bonds, 
solvation energy and excluded volume [4].The internal energy 
expressing the pair-wise interactions in a protein molecule with 
pair-wise interaction with surrounding water molecules gener-
ates the structure with a limited influence of external force field 
(structures called R in this paper). The alternate model taking 
into account the influence of external force field applied in “fuzzy 
oil drop” model (structures called S in this paper) is aimed at 
revealing the influence of an external force field on the final 
structure resulting from the simulation. 

Ab INITIO PROTEIN STRuCTuRE PREDICTION  
– THE HYDROPHObICITY DISTRIbuTION ANAlYSIS

Giuseppe evanGelista1, Giovanni Minervini1, Fabio polticelli1,  
Maciej Malawski2,3, toMasz szepieniec3, lukasz Flis3, katarzyna pryMula4,5, 

Marek kochanczyk4,6, ewa Matczynska4,7, zdzislaw wisniowski4,  
kinGa salapa4, Mateusz banach4,6, irena roterMan4 
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2 Institute of Computer Science AGH, Mickiewicza 30, PL-30-059 Krakow 

3 Academic Computer Center CYFRONET, Nawojki 11, PL-30-0950 Krakow 
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Abstract: The three-dimensional structures generated for 20 “never born proteins” (NBP – random amino acid sequence with no 
significant homology to existing proteins) using two different techniques: ROSETTA (called R in the paper) and “fuzzy oil drop” 
model (called S in the paper) were compared to estimate the accordance with the assumed model estimating the influence of an 
external force field on the final structure of the protein. Selected structures are those corresponding to the highest (10 proteins) 
and lowest (10 proteins) RMS-D values obtained measuring the similarity between the R and S structures. The R structures 
generated according to an internal force field (the individual inter-molecular interaction) including solvation effects were analyzed 
using the “fuzzy oil drop” model as target model. The second applied model “fuzzy oil drop” generated structures characterized 
by an ordered hydrophobic core structure. 13 of the 20 selected S structures appeared to be accordant with the “fuzzy oil drop” 
model while 6 out of the 20 structures appeared to be accordant with external force field for R structures which suggests a general 
interpretation of the influence of an external force field on the folding simulation. 
Keywords: hydrophobicity, protein structure, oil drop model
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6 Ab initio protein structure prediction – the hydrophobicity distribution analysis

Materials and methods 

Sequences of Never born proteins

The 70 amino acids long random amino acid sequences of NBPs 
were generated using a previously described RandomBLAST 
software tool [5]. RandomBLAST generates sequences with equal 
amino acid frequency for all the 20 amino acids and discards 
sequences which display significant similarity with known natural 
protein sequences.

Structures

A total of 10 000 NBPs modeled structures were generated both 
using ROSETTA abinitio software [6] and the “fuzzy oil drop” 
model [7]. The ROSETTA abinitio method is described in detail 
in [4]. The structures generated by ROSETTA abinitio are called 
R in this paper. 

The “fuzzy oil drop” model based on the assumption of the 
hydrophobic core (represented by 3-D Gauss function) genera-
tion was described in details in [5]. The structures generated 
according to “fuzzy oil drop” model are called S in this paper. 

The R and S structures were compared using the standard 
RMS-D calculation. 

The ten structures corresponding to the lowest RMS-D values 
calculated comparing the R and S forms and the ten structures 
corresponding to the highest RMS-D values were selected for 
analysis [8]. Both categories of structures (R and S) were com-
pared using the hydrophobicity density distribution along the 
polypeptide chain. 

Comparison of hydrophobicity 
distributions

Theoretical distribution

The idealized hydrophobicity distribution is assumed to be 
expressed by 3-D Gauss function: the concentration reaching 
zero on the surface of the “drop”, according to the Gauss function: 

1            – (xj – x)²         – (yj – y)²         – (zj – z)²
H͂tj = H͂tsum 

exp�      
2σ²x     

�exp�       
2σ²y    

�exp�    
2σ²y      

�,

where x̄, ȳ, z̄ are the coordinates of the geometric center of 
the molecule (usually located in the origin of the coordinate 
system). This is why these values can be considered equal to 
zero. The size of the molecule is expressed by the triple σx, σy, 
σz, which is calculated for each molecule individually provided 
that the orientation of the molecule with the longest possible 
inter-effective atoms distance is determined according to the 
appropriate coordinate system axis. The σ values are calculated 
as the 1/3 of the longest distance between two effective atoms 
calculated along each axis. The value of the Gauss function at 
any point of protein body is treated as the idealized hydrophobic 
density defining the hydrophobic core. 

The idealized hydrophobicity at any point of the “fuzzy oil 
drop” can be calculated according to the Gauss function for 

the molecule located with its geometric center as the origin of 
the coordinate system. On the other hand, the empirical hy-
drophobicity distribution is calculated according to the function 
presented by Levitt [9]: 

⎲H͂oj = H͂osum   
⎳ 
 i=1
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i+H r
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where N expresses the number of amino acids in the protein 
(number of grid points), H͂ r

i  expresses the hydrophobicity of the 
i-th residue according to the accepted hydrophobicity scale. The 
values of H͂oj are standardized by dividing them by the coef-
ficient H͂osum, which is the sum of all hydrophobicities attributed 
to grid points.

The ΔH͂ values express the summary of differences be-
tween the expected (H͂T) hydrophobicity distribution and the 
one observed (H͂O) in a particular protein calculated for each 
residue individually. 

ΔH͂ = H͂Ti – H͂Oi  

The idealized hydrophobicity density distributions (T) (ac-
cording to a 3-D Gauss function) as well as the observed ones 
(O) in final structures R and S were used for entropy calculation. 
The idealized (T) and random (Rd) distributions were taken as 
the reference ones for entropy calculation.

The divergence entropy measuring the “distance” between 
two distributions can be calculated according to the following 
definition [10]:

DKL (p|p0) = Σ
N
 

i=1
 pi log2 (pi / p0

i ),

where: DKL – distance entropy (Kullback-Leibler distance entropy), 
p – probability of a particular observed event (hydrophobicity 
density), p0 – probability in the reference distribution. The index 
“i” denotes a particular amino acid. N denotes the number of 
amino acids in the polypeptide chain. 

The analyzed distribution (hydrophobicity density transformed 
to probability density) (O) as it appears in the molecule under con-
sideration is put as (pi ). The target distribution is the theoretical 
one (T) and to make possible interpretation of entropy values the 
random distribution (Rd). The random distribution is constructed 
using all p0

i values as equal 1/N, where N is the number of 
residues in the polypeptide chain. The protein characterized by 
O/T < O/Rd (observed versus theoretical in relation to observed 
versus random one) is assumed to represent the hydrophobic 
core structure accordant with the 3-D Gauss function. This means 
that its hydrophobic core is accordant with the idealized one. 

Infrastructure 

To perform the calculations we used the Grid infrastructure, 
provided by EUChinaGrid project. The EUChinaGRID pilot in-
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Ab initio protein structure prediction – the hydrophobicity distribution analysis

frastructure at the time of the test run comprised 7 Grid sites, 
5 from Europe and 2 from China, with a total amount of over 
600 CPUs. We used gLite grid middleware, which was integrated 
with our portal and experiment management system [11]. Using 
our simulation and job management software we reached the 
average processing rate of ca. 300 structures per day. The total 
amount of produced data size was 150 MB of compressed PDB 
files. After the experiments, the simulation software has been 
integrated with the ViroLab virtual laboratory [12, 13].

Results and discussion

A comparative analysis of the R and S structures was presented 
in [8] An additional analysis consisting in a quantitative compari-
son between the R and S structures based on the divergence 
entropy [9] was applied and is presented in this paper. The 
divergence entropy allows comparison of two distributions in 
terms of distance between them. The hydrophobicity distribu-
tion in form of a profile along the polypeptide chain is the focus  
of the analysis. 

Theoretical versus random distribution  
in R and S structural forms 

The resultant structures for R and S forms were analyzed with 
respect to the hydrophobic core construction. The divergence 
entropy to express the distance between observed (O) and 
theoretical (T) hydrophobicity density distribution was calculated. 
Since the entropy values can be interpreted only in relative form 
a random distribution (Rd) has been taken under consideration. 
The proteins characterized by O/T < O/Rd were treated as rep-
resenting the hydrophobic core structure accordant with the 
expected one. An opposite relation identifies the protein char-
acterized by a tertiary structure not accordant with the expected 
3-D Gauss function. Among 20 selected structures generated 
according to “fuzzy oil drop” model, 13 appeared to display a 
structure of the hydrophobic core accordant with the assumed 
model. The remaining 7 S structures not accordant with the 
model are those which generally failed to be folded using “fuzzy 
oil drop” model. Among 20 R structures generated according to 
Rosetta abinitio, 6 displayed a “fuzzy oil drop” like structure of the 
hydrophobic core, although no external force field was applied 
in these cases. The results are shown in Table 1. 

S R
O/T O/Rd O/T O/Rd

102 0.087 0.288 0.150 0.128
372 0.134 0.344 0.121 0.109
386 0.619 0.206 0.114 0.153
435 0.069 0.229 0.059 0.145
438 0.433 0.229 0.166 0.199
595 0.096 0.274 0.157 0.103
913 0.143 0.195 0.098 0.147
1000 0.073 0.264 0.113 0.084
1056 0.093 0.218 0.131 0.111
1134 0.790 0.164 0.143 0.129
1167 0.244 0.236 0.176 0.135
1281 0.115 0.178 0.145 0.133
1349 0.082 0.244 0.147 0.103
1356 0.082 0.226 0.114 0.098
1570 0.177 0.221 0.119 0.128
1736 0.254 0.268 0.145 0.103
2265 1.230 0.136 0.162 0.092
2300 0.138 0.242 0.074 0.111
2748 0.482 0.201 0.202 0.104
3208 0.572 0.156 0.185 0.118

Tab. 1. The divergence entropy measuring the distance be-
tween the hydrophobicity distribution as it appears in observed 
versus theoretical and observed versus random distribution. 
The structures characterized by the relation O/T < O/R are 
treated as structures accordant with the idealized distribution 
and distinguished in bold. 

R to S comparison

The standard comparison to calculate the structural similarity 
expressed by RMS-D values was performed. The idealized 
(T) distribution generated for R and S structural forms as well 
observed (O) distributions were taken to measure the structural 
similarity in respect to the hydrophobic core construction. The final 
results are shown in Table 2. 

The similarity of the hydrophobicity distribution in molecule 
2300 (selected as the example of high accordance between R 
and S forms) can be seen in Fig. 1. 

The large values of RMS-D appeared when the polypeptide 
chain was unfoldable using the “fuzzy oil drop” model [8]. An 
interesting observation is that those structures which failed to 
be folded according to the “fuzzy oil drop” model appeared to be 
folded in their R form and to be characterized by a 3-D Gauss-like 
hydrophobic core (structures 386, 438) 

^ BAMS kolor.indb   7 2011-10-11   13:01:28
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PROTEIN RMS-D
R-S

Correlation coefficient 
between ΔH͂ values

THEORETICAL OBSERVED
R/S S/R R/S S/R

102 7.562 0.365/0.286 0.319 0.344 0.291 0.293
372 12.139 0.510/0.461 0.291 0.332 0.433 0.374
386 23.139 0.408/0.372 0.653 0.539 0.173 0.157
435 10.140 0.487/- 0.220 0.243 0.263 0.247
438 28.222 0.205/- 0.827 0.619 0.163 0.147
595 9.687 0.453/0.453 0.239 0.223 0.302 0.288
913 14.866 -0.133/-0.148 0.418 0.395 0.220 0.209

1000 7.077 0.389/- 0.281 0.300 0.330 0.294
1056 7.848 0.343/- 0.311 0.321 0.289 0.283
1134 25.990 0.148/- 0.951 0.697 0.113 0.100
1167 19.861 0.265/0.323 0.485 0.456 0.242 0.192
1281 8.955 0.502/0.516 0.301 0.298 0.182 0.176
1349 7.493 0.432/0.411 0.182 0.181 0.202 0.192
1356 7.628 0.280/0.289 0.362 0.344 0.214 0.193
1570 15.409 0.101/0.161 0.503 0.472 0.177 0.177
1736 20.011 0.027/- 0.586 0.542 0.301 0.279
2265 31.807 0.111/- 1.046 0.761 0.167 0.165
2300 6.693 0.489/- 0.158 0.159 0.292 0.257
2748 18.899 0.254/- 0.479 0.552 0.213 0.185
3208 23.033 0.158/0.159 0.787 0.646 0.153 0.132

Tab. 2. Divergence entropy measuring the differences between two distributions (hydrophobicity density distribution) for theoretical 
distribution as calculated for R and S version (left part of table) and for observed distribution as calculated for R and S structural 
forms. The ten structures characterized by lowest RMS-D values are given in bold. 

Fig. 1. Theoretical versus observed and random hydrophobicity distribution as measured  
in the R and S structural forms of protein 2300. 

^ BAMS kolor.indb   8 2011-10-11   13:01:28
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The quite high similarity of hydrophobicity distribution can be 
seen in Fig. 1 The interesting observation is that both approaches 
identified the residues # 30 – 40 as the hydrophobic core. High 
similarity between theoretical and observed distribution can be 
seen especially in R form. 

The degree of accordance between expected and observed 
hydrophobicity distribution can be seen in Fig.2. The expected 
distributions in both approaches seem to be highly accordant how-
ever the observed ones differ more. The interesting characteristic 
is the selection of the # 30-40 residues in both approaches as 
the fragment generating the hydrophobic core. Just the N- and 
C-terminal fragments seem to differ in both approaches. Differ-
ences in the observed distributions seem even to be higher than 
in expected ones. 

An example of rather large differences between R and S 
form are shown in Fig. 3 

An high accordance between the expected and observed 
distribution can be seen for the R form. The S form displays a 
much lower similarity between these two distributions. The hy-
drophobic core in the R form is generated by the residues 20-30 
and 50-60 while in the S form the hydrophobic core is generated 
by the residues 40-60. Also the accordance between expected 
and observed hydrophobicity distribution is higher in the R form. 

The distance entropy appeared to be strongly correlated with 
RMS-D values for appropriate structures of R and S structural 
forms. The theoretical (idealized) hydrophobicity distribution 
seems to represent the general feature of the protein molecule. 
The correlation between RMS-D and distance entropy for ob-
served hydrophobicity distribution is much lower (regression 
function not significant). It can be explained as the effect of 
a large number of R structures recognized as structures close 
to random distribution.

Fig. 2. Theoretical (T) (upper) and observed (O) (lower) hydrophobicity distribution in R and S structural forms. 

^ BAMS kolor.indb   9 2011-10-11   13:01:28



B
ioinform

atics

10 Ab initio protein structure prediction – the hydrophobicity distribution analysis

Fig. 3. Theoretical (T) versus observed (O) and random (Rd)  
hydrophobicity distribution as observed in the R (upper) and S (lower) forms of protein 386.  

PROTEINS FORM S
ACCORDANT DISACCORDANT

FORM
R

ACCORDANT 435, 2300, 913, 1570 386, 438
DISACCORDANT 102, 372, 595, 1000, 1056, 1281, 1349, 1356, 

1736
1134(U) , 2748,1167, 
3208 (U) , 2265 (U)

Tab. 3. Summary of the “fuzzy oil drop” based comparison of structures generated as R and S. The numbers of structures given 
in bold represent the low RMS-D values. The symbol (U) denotes the structures which failed to be folded with the S approach. 

Table 3 gives the summary of the results showing the struc-
tures accordant with “fuzzy oil drop” model in both R and S 
models. The low RMS-D structures appeared to be accordant 
with the “fuzzy oil drop” model. The sequences which failed to 
be folded according to the “fuzzy oil drop” model appeared to 
be represented by structures not accordant with the assumed 
model also for R structural forms. 

The proteins folded according to the ab initio model as applied 
in ROSETTA appeared to represent the order accordant with the 
“fuzzy oil drop” model although in a much lower number (only 
4 out of 20 structures). The unfoldable structures for obvious 
reasons do not display a hydrophobic core structure accordant 
with the 3-D Gauss function. 

Statistical analysis 

The relation between the RMS-D and entropy based similarity 
measurements are shown in Fig.4. The results of statistical 
calculations are given in Table 4. 

A very good agreement of RMS-D and DKL similarity values 
can be observed for theoretical hydrophobicity distribution. The 
high RMS-D values represent the structures which appeared 
unfoldable S structures. This is why significantly different is also 
the expected hydrophobicity distribution. 

Low (statistically not significant using the regression function 
analysis) is the relation between entropy-based and RMS-D mea-
surements for observed distributions. The low values of entropy 
for large values of RMS-D are the results of highly discordant 
observed (O) hydrophobicity versus theoretical (T) one. 

^ BAMS kolor.indb   10 2011-10-11   13:01:28
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Fig. 4. The relation between two measurements of structural similarity: RMS-D and distance entropy based scale  
for A – theoretical (expected) (T) and B – observed (O) hydrophobicity distributions calculated for S and R structures. 

COMPARISON N R – Spearman t(N-2) p
(RMS-D) R-S & (T) S/R 20 0.880782 7.89160 0.000000
(RMS-D) R-S & (T) R/S 20 0.893233 8.42909 0.000000
(RMS-D) R-S & (O) R/S 20 -0.628571 -3.42886 0.002994
(RMS-D) R-S & (O) S/R 20 -0.682211 -3.95864 0.000921

Tab. 4. Statistical analysis expressed by correlation coefficients measuring the relation between particular similarity measure-
ments. All pair-wise comparisons appeared statistically significant.

The accordance of two similarity measurements (RMS-D 
and DKL) appeared statistically significant. It means that the DKL 
scale can be used for similarity search. The comparison of en-
tropy values is possible in this case due to the equal number of 
amino acids in polypeptides (the entropy value depends on the 
length of the polypeptide). 

The analysis of the data given in Figure 4 suggests that 
the theoretically expected structure of hydrophobic core is 
specific for a particular structure. The discordance between 
observed and theoretical hydrophobicity distribution results in 
a non significant relation between DKL and RMS-D similarity  
measurements. 

Slope
Intercept 

Std. 
error p-value

(T) S/R -2.6786
42.73698

1.662360
3.655216

0.124602
0.000000

(T) R/S 1.62860
2914002

1.199315
2.244279

0.191262
0.000000

(O) R/S 29.6130
-60.5510

4.98566
20.14692

0.000013
0.007595

(O) S/R 31.0368
-72.4140

4.85207
21.35808

0.000005
0.003260

Tab. 5. The statistical analysis of the regression function ex-
pressing the relation between RMS-D and DKL structural simi-
larity measurements.

Conclusions 

In a previous study a set of proteins of 70 amino acids in polypep-
tide chain was selected from PDB. These proteins were classified 
according to their biological activity [14-16]. The accordance 
of their structure was analyzed in the context of the “fuzzy oil 
drop” model and it was shown that the proteins belonging to 
antifreeze proteins display a structure accordant with the ideal-
ized hydrophobicity distribution [16]. This is why the model was 
applied to the structural analysis of proteins whose structures 
were generated using in silico tools. 

The “fuzzy oil drop” model applied for molecular dynamics 
simulation of a transmembrane protein appeared to describe 
the dynamic behavior of this protein in high agreement with the 
all-atoms simulation [17]. However the computing time required 
was significantly lower for simulation in the presence of an ex-
ternal force field of hydrophobic character expressed by a 3-D 
Gauss function. 

The structures generated for NBPs using the two discussed 
models appeared highly similar with respect to molecule topol-
ogy [18]. 

The presence of ordered hydrophobic core in proteins of 
structure generated in silico seems to support the reliability of 
the “fuzzy oil drop” model. Particularly for structures generated 
using ROSETTA with no initial assumption on the presence of 
an ordered hydrophobic core in protein structure.

The grid infrastructure seems to play the significant role for 
large scale computing in pharmacology [19]. 
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Abstract: Biological membranes are components of the cell – the basic unit of life. Their structure originates from amphiphilic 
properties of lipid molecules ( the major constituent of biological membranes) which when surrounded by water spontaneously 
form organized structures that include bilayers. A bilayer created purely out of lipid molecules is used as a physical model of 
biological membranes on which one can study biological processes associated with their lipid phase. These may include: pas-
sive transport, formation and decomposition of domains, phase transitions and formation of pores influenced by an external 
electric field. Experiments on lipid bilayer coupled with studies of its mathematical models enable to gain an understanding of 
the aforementioned biological membrane phenomena at a molecular level. A mathematical model is characterized by a set of 
simplifying assumptions which determines its application. By developing a simple model that only takes into account the structure 
of the hydrophobic lipid molecules, we were able to observe phases of various density corresponding to temperature changes. 
Expanding the model by including the polar parts of lipid molecules expressed via a surface pressure multiplied by a surface 
area per one molecule increased its range of research. This assumption, did not allow capturing some of the factors such as 
ionic strength or a presence of water molecules. Supplementing the model with new assumptions increased its application. The 
extended model allowed additionally tracking changes in the membrane influenced by biologically active amphiphilic compounds 
as well as examining the process of electroporation.
Keywords: model of biological membrane, membrane properties, assumption of model

development of computational techniques makes them a perfect 
tool for theoretical studies of the models. The computer simulation 
techniques, based on molecular dynamics, make it possible to 
track an evolution of a system of hundreds of molecules during 
some tens of nanoseconds. Another type of a theoretical analysis 
of the complicated lipid systems is based on statistical models. 

Theoretical models of lipid 
membranes 

Statistical models have been allowing studying, yet not without 
certain limitations, membrane processes since 1970s. Scott [1] 
simplified the structure of lipid molecules (Fig. 1) to study phase 
transitions between the lipid phases termed kink and gauche 
blocks. He showed that such transitions may occur when only 
taking into account van der Waals interactions and a conforma-
tional energy of lipid chains (neglecting an interaction energy 
of the polar parts). 

Introduction

Biological membranes are important constituents of the cell. 
The structure of biological membranes is a consequence of the 
amphiphilicity of lipid molecules, which form organized structures 
such as bilayers in an aqueous environment. Due to biological 
membranes being complex, it is more straightforward for some 
of the studies to being conducted on physical models (lipid bilay-
ers). Current techniques allow studying lipid bilayers in the form 
of liposomes, macrovesicles or flat membranes. Theoretical 
studies of mathematical models allow supplementing a descrip-
tion of molecular mechanisms and, conspicuously, as expected 
from a mathematical modeling, make predictions possible. Each 
model is based on simplifying assumptions that delimit a scope 
of its application. 

Experimental verification of the hypotheses that arise from 
the analysis of theoretical models allows accepting a given model 
or restricting the scope of its application, and even rejecting it. A fast 
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14 Simplifying assumptions and the scope of application of lipid membrane models

Fig. 1. The three out of the twenty-one assumed lipid conform-
ers that build gauche and kink blocks [1]. The three C-C bonds 
in gauche, trans and gauche conformations were called a kink 
(marked as a step).

Based on Scott’s model an optimal length of alkyl chain in 
a homologous series of intruder molecules (4, 6, 8, 10, 12 and 
14 carbon atoms in a chain) that modifies membranes composed 
of lipids with alkyl chains of only 14, 16 or 18 carbon atoms 
was found. The maximum amount of relative gauche blocks 
was observed for membranes modified by intruder molecules 
with the optimal chain length [2]. Similar properties were cap-
tured experimentally when studying permeability of liposomes 
modified with the amphiphilic compounds having 10,12,14 and 
16 carbon atoms, and belonging to the homologous series of 
N-alkoxymethylene-N,N,N-trimethyl-ammonium chlorides and 
N,N,N-trimethylglycine n-alkylesters [3]. This observed qualita-
tive conformity between the theoretical and physical models 
allow thinking that the presence of optimum alkyl chain length 
in the homologous series of modifier molecule is mainly due to 
van der Waals interactions between the chains. The interaction 
of the polar parts may affect the depth of modifier molecule 
incorporation into the lipid membrane. 

The Pink’s model published in 1980s [4, 5] included the polar 
parts of lipid molecules via the product of a surface pressure and 
an area per one molecule i.e. per one alkyl chain. This model 
has become the basis for many studies utilizing Monte Carlo 
simulation methods. According to Pink’s model, the membrane 
is modeled with a triangular net which nods have six equivalent 
close neighbors. A lipid molecule composed of two chains oc-
cupied two neighboring nods. Each chain occupied one out of 
ten defined conformations, and was treated independently. Such 
assumption did not tie specific two chains in one lipid molecule. 
Individual chains were characterized by its conformation states 
(always 1 out of 10 possible). Each state was defined by a confor-
mational energy, a degree of degeneration and an area per chain. 
A total energy of a lipid layer was determined by the Hamiltonian:

H = –   
2
Jo

M

   ∑
<i,j>

 ∑
nm

 Inm (rnm)Lni
  Lmj + ∑

i
  ∑

n
  (πAn + En)Lni

where:
J

o
M – a van der Waals interaction constant,

Lni – a lipid chain projection operator for lattice,
<i,j> – a sum over nearest-neighbor sites,
p – an internal pressure,

En  – an internal energy of a chain in state n
rnm – a distance between two chains in states n and m at 

sites i and j
An –an area per chain,
Pink’s model required setting values of two parameters: JoM 

and p which describe van der Waals energy of two neighboring 
chains being in the all-trans conformation and the internal pres-
sure. They were selected to reflect the experimental gel-fluid 
phase transition temperature. The detailed analysis of the as-
sumptions was given earlier [6]. Based on Pink's model many 
membrane aspects have been studied: gel-fluid phase transition 
[7], lipid membrane organization [8], the influence of biological 
active compounds on membrane properties [9, 10]. Studies on 
the spatial structure of lipid molecules within membranes [11] 
have shown that the two initial carbon atoms of b-chain of the 
phosphatidylcholine molecule lay in the membrane plain. As-
suming that one alkyl chain is effectively shorter, and assigning 
one lipid molecule to two neighboring nods in the hexagonal net, 
it was observed that the gel-fluid phase transition temperature 
decreases by 10°C. The value of the surface pressure parameter 
p cannot be constant for the membranes formed out of lipids with 
various chain lengths [6]. A 4% change in the value of parameter 
p caused a change in the gel-fluid phase transition temperature 
by 1°C. Pink’s model did not take into account the polar environ-
ment of the model membranes such as ionic force, pH or number 
of water molecules. The dielectric constant changes from 80 for 
the polar part of membrane to 2 for the hydrophobic layer [12]. 
When we assume that the lipid polar head has a dipole structure 
an importance of the mentioned environment parameters may be 
studied [13]. A further enrichment of Pink’s model with new as-
sumptions enhanced the research scope of the model. According 
to the assumptions the polar head was able to rotate and change 
its slope in relation to the membrane surface. Furthermore, each 
lipid molecule was able to shift along the normal to the plane 
(Fig. 2). These assumptions enabled modeling the gel-fluid phase 
transition and in addition the undulated lipid phase [13].

Fig. 2. According to the model assumption, one lipid molecule 
has one chain and one head – a dipole that can rotate and 
change its tilt. The whole molecule can be shifted perpendicular 
do the membrane plane.

Unfortunately, the defined model was not susceptible to 
changes of ionic strength of the medium at temperatures higher 
than that of the main phase transition, which was confirmed ex-

(1)
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perimentally [14]. A fluorescence probe (phosphatidyletanolamine 
with a covalently bound fluoresceine – fluoro-PE), incorporated 
into a series of liposomes formed out of DMPC, DPPC and DSPC 
lipids displayed changes in its fluorescence properties that de-
pended on the ionic strength of the medium only at temperatures 
exceeding the main transition temperature. Experimental results 
forced a modification of the theoretical model. A detailed analysis 
of the dipole system with the assumption letting to imitate the real-
ity better, i.e. that one dipole belongs to two hydrocarbon chains 
(Fig. 3) [15, 16], showed that the qualitative behavior of the system 
changes when the dipole electric charge is less than 0.5 of the 
elementary charge. Such restriction showed that at temperatures 
below the gel-fluid phase transition temperature the dipole system 
did not exhibit the significant changes with an ionic force variation 
(for 10mM and 100mM). At temperatures higher than the gel-fluid 
phase transition temperature, a 10-fold decrease in the ionic force 
caused an increase in the number of vertical dipoles. At 300 K 
only 14% of dipoles took the vertical position and at 330K the 
number of vertical dipoles increased to 50%.

Fig. 3. Assumed degrees of freedom of lipid molecules describe 
head tilt, head rotation, rotation around -C-C- bound, rotation 
and shifting of the whole molecule.

A fluorescence intensity of the probe depends on a local pH 
value which can be expressed by pH of the further neighborhood 
and a local value of the electric potential [17]. The local electric 
potential depends on configuration of the polar parts of lipid 
molecules – dipoles. Analysis of the interaction energy between 
the probe molecules and the lipid molecules of the membrane 
showed that under certain experimental conditions single probe 
molecules can enforce the changes in the configuration of neigh-
boring lipids, affecting the local pH value and the fluorescence 
intensity [18].

Pink’s model extended with the new assumptions gives the 
possibility to study the lipid systems under the electric field. Since 
the beginning of the last century effects of the electric field on 
the properties of cell membranes has been known. Experimental 
investigations have shown that the electric field of adequate 
parameters can cause membrane electroporation [19, 20]. This 
phenomenon, which a molecular mechanism is not yet precisely 
known, finds practical applications. Electroporation, among oth-
ers, is used as a factor facilitating drug entry into the cell. Studies 
of the theoretical model can predict molecular changes that result 
in a pore formation [21, 22]. Computer simulation performed 
on the latter model subjected to the action of the electric field 

gave threshold value of the electric field strength of 106V. Higher 
electric fields forced a vertical orientation of the polar heads and 
relaxation of the hydrocarbon chain packing in the lipid layer on 
the negative side of the field. The same electric field forced a lying 
position of the polar heads and increased the chain packing in 
lipid layer on the positive side. No changes were observed for 
electric fields smaller than the threshold value. The differences 
in packing density of both layers could be removed by a transfer 
of only one chain from lower to upper layer for every 50 chains. 
This process caused also a change in the position of the lipid’s 
dipole – it was located in the hydrophobic part of membrane. The 
dipole surrounded by water molecules facilitated the formation of 
a hydrophilic pore across the membrane. The dependence of lipid 
molecules packing density in a bilayer on spatial configuration 
of their polar parts (dipoles) is consistent with earlier studies of 
the theoretical model [15].
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Abstract: The particles of Congo red (CR), a bis-azo dye, associate in aqueous solutions, forming ribbon-like micelles. Supra-
molecular dyes, as a result of their molecular size, have a limited capability of penetrating into the interior of the majority of native 
proteins and do not enter living cells surrounded by an intact phospholipid membrane. They may however, bind to proteins with 
structure destabilized by unfolding (during denaturation) or function-related changes (e.g. surface cell receptors). Congo red 
absorbs visible light with a maximum absorption at 500 nm, in aqueous solutions at neutral pH. After CR bind to the polymers 
(such as cellulose) or certain proteins, dye’s behaviour changes remarkably. These binding affects spectral properties of the 
dye: the absorption spectrum of the Congo red shifts towards longer wavelengths and receives a yellow-red fluorescence. A nu-
merical analysis of the graphic data obtained from fluorescent microscope (division into channels corresponding to constituent 
colours and with the noise separated using a graphical program) allowed to understand better the causes of movement of the 
CR fluorescence spectrum and to identify the properties of substances associating with the CR micelle. By means of a statistical 
analysis of the data it was possible to observe that wavelength of emission and intensity of fluorescence is not only associated 
with the polarity of the environment but mainly with the strength of the association between the Congo red micelle and the matrix.
Keywords: Congo red, fluorescence, numerical analysis, proteins, self-assembling dyes

other dye molecules, mainly through π-π bonds interactions 
(1, 2). Additionally, the stability of the micelle can be improved 
by inorganic ions present in solution which screen charges on 
CR side groups. As a result of these interactions the molecules 
form a supramolecular structure (although liquid crystal consists 
of multiple particles linked to each other by noncovalent bonds, 
it demonstrates properties of a single, large molecule) (1, 2). 
Ribbon-like micelles, unlike spherical micelles, do not protect all 
fragments of hydrophobic molecules forming the supramolecular 
structure. Hydrophobic regions in Congo red micelle, exhibited 
towards the polar environment, can be identified. These regions 
enable CR to associate with exposed hydrophobic structures of 
polymers (e.g. proteins) (3). Shape and plasticity of the ribbon-
like micelle, resulting from the lack of covalent bonds between 
monomer molecules, allows for an adjustment of a micelle to the 
specific binding place in the protein molecule. Consequently, as-
sociation between the protein (polymer) and the ribbon micelle is 
particularly strong. Taking into consideration the specific micellar 
shape, it seems that the essential conditions for binding liquid 
crystal ligands to proteins is the presence of the beta sheets in 

Abbreviations:
 – CR – Congo red 
 – HCV 29T – epithelial human bladder transformed cells
 – J774A.1 – murine monocyte cell line 
 – U937 – human leukemic monocyte lymphoma cell line 
 – SRBC – sheep red blood cells 
 – anti-SRBC – antibodies against sheep red blood cells
 – IgG – Immunoglobulin G

Introduction

Properties of the Congo red 

Molecules of Congo red (CR), a bis-azo dye, in water solu-
tion associate with each other in an organized way to produce 
micelles. In these ribbon-like structures a charged amino- and 
sulfo- groups are exposed to hydrophilic solvent and capable 
of making hydrogen bonds. Hydrophobic core of a single mol-
ecule, consisting of aromatic rings, binds to aromatic rings of 
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a polypeptide chain (4, 5). However, these conditions are not 
sufficient for most of the native proteins. Additional requirement 
is an earlier instability of the beta plate or the entire tertiary 
structure of a polypeptide chain (4-6). This instability may be 
caused by the partial unfolding of the protein molecule (1, 7) or 
its temporary function-related conformational changes (1, 8-11).

On the other hand, supramolecular dyes have limited abil-
ity to penetrate a hydrophobic core of native proteins soluble 
in polar solutions, in contrast to non-aggregating molecules 
of similar chemical structures. Furthermore, the presence of 
the polar side groups hinders the ability of Congo red micelles 
to penetrate lipid bilayer, composed of amphipathic molecules. 
Consequently, CR molecules very slowly penetrate living cells 
surrounded by intact phospholipid membranes (12). Owing to 
these properties, bis-azo dye supramolecules may be applied 
to study and visualize many processes taking place on the cell 
surface. Studies of Congo red influence on the behaviour of 
the surface cell receptors revealed that CR binds cell surfaces 
in places of cell junction, during association of monocytes and 
HCV 29T line cancer cells (12). This interaction was visualized 
by dint of Congo red fluorescence properties, after its associa-
tion with the proteins.

General applications of Congo red (CR)

Azo dyes, with more than 2000 different substances being cur-
rently used, make up the largest and most versatile class of dyes. 
More than 8.0·108 kg of dyes are annually produced worldwide, 
of which 60–70% are azo dyes (13, 14). Their chemical structure 
is characterized by one or more azo groups (–N=N–) and they 
can be used to colour a large number of different substrates, 
such as textiles, papers, leathers, gasoline, additives, food and 
cosmetics (13). CR is an example of a widely used bis-azo dye. 
It is commonly used in textile industry to give wool and silk red 
colour with yellow fluorescence (15). In respect of CR binding 
to ß-D-glucans, such as cellulose and chitin, it can be used as a 
fluorescent and a bright-field dye (16). Due to such properties, CR 
can also be used to detect fungus cells. Ammoniacal Congo red 
has been used to distinguish between species of parasitic fungi, 
its fluorescence have also been used to reveal fungal infections 
in human tissue samples and cultures (16).

CR is a dye used in histology and histopathology to detect 
the amyloid proteins. The dye was introduced more than 80 years 
ago and its gold-green birefringence under polarized light has 
been the gold standard for amyloid detection ever since (17-20). 
Specific properties observed after Congo red association with 
amyloid fibrous aggregates are most frequently explained by the 
presence of the cross-β-structure (21, 22). Furthermore, spectral 
variations observed for CR binding to amyloid-like proteins are 
similar to properties of the dye dissolved in organic solvents. 
This observation leads to the suggestion that the dye molecules 
must be exposed to similar changes in the environment in both 
cases (23). Currently, a large number of amyloid ligands have 
been synthesized and most of these agents are derivatives of the 
Congo red. As shown by Klunk and co-workers, the key structural 
feature of CR might be the two acidic functional groups and 
the spacing between them (17, 20). Chrysamine G, a lipophilic 
analogue of CR, which also has two acidic functional groups with 

the same spacing between them as observed in Congo red, has 
also shown high binding affinity to protein aggregates (17, 19).

Fluorescence of Congo red

The luminescence for analytical purposes most useful is evoked 
by excitation of light, i.e. photoluminescence. Photoluminescence 
can be observed directly while exposing the preparation to the 
appropriate wavelength of light, as in fluorescence microscopy 
or while measuring electric current created by emitted light, as 
in spectrofluorimeter. An excited electron can come back to 
its original (ground) state by emitting a photon of light in three 
ways: by fluorescence, by phosphorescence and by delayed 
fluorescence (24). Congo red associated with proteins demon-
strates red fluorescence, when excited by visual light (maximum 
excitation 498 nm in aqueous solution). This emission of light, 
characterized by high intensity and persistence, can be ob-
served, among others, after the dye binding to amyloids (25). 
This property of CR was used to detect amyloid proteins. Fur-
thermore, it was pointed out that the sensitivity of this method 
is much better than the classic method, where polarized light 
was used (26). Additionally, both methods can be used together, 
because the way of sample preparation is the same but only 
changes the way of detection. However, both detection meth-
ods can be performed using the same measuring device (e.g. 
a properly equipped microscope). Such a double test has yet 
another advantage: it combines a method of higher sensitivity 
(fluorescence measurement) and a method of greater specificity 
(polarized light microscopy measurement) (26). Unfortunately, 
Congo red binds also non-specifically to proteins; its affinity does 
not depend only on the protein structure. It clearly binds stronger 
to lysozyme (with α- helices and β-sheets) and albumin (with 
α- helices only) than to ribonuclease A (with α -helices, β-sheets 
and random coil) or insulin (with short α- helices), where it practi-
cally does not interact (13, 27). Studies indicate that both CR 
and Acid Red 2 (an azo dye C.I. Acid Red 2), which has a similar 
structure to CR, bind to plasma albumin mainly by hydrophobic 
interactions and hydrogen bonds. The fluorescence spectrum 
(ultraviolet light) of plasma albumin changes after association  
with these dyes (13, 27). 

Identification of the particular conditions enabling Congo red 
molecules to emit visible light, may help to better understand the 
mechanism responsible for the dye association with both protein 
and non-protein ligands. It seems that the phenomenon of CR 
fluorescence may be caused by changes in the polarity of the 
molecular surrounding between polar solution and the hydropho-
bic core of a protein as well as the change in the arrangement 
of dye molecules associating with the ligand. 

Materials and methods

Reagents

Congo red (Aldrich) and other chemical reagents used were of 
analytical grade. Solutions used for fluorescence studies were 
prepared by dissolution of Congo red in analytically pure water, 
methanol, ethanol and propanol. Final concentration of CR was 
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0,1mg/ml (for propanol saturated solution). Polyclonal anti-SRBC 
IgG were isolated from sera of rabbits immunised with sheep red 
blood cells (SRBC). 

Association of Congo red with proteins 
and with cellulose

Cellulose powder and cellulose fibres were stained for 10 minutes 
at room temperature in aqueous solution of Congo red, of a final 
concentration 5 mg/ml. After staining, powder and fibres were 
washed three times in the physiological salt. Silk and cat’s hair 
were initially heated for 10 minutes at 100°C with the reduction 
of disulphide bonds by 17% β-mercaptoethanol and then they 
were washed in the physiological salt. Both proteins were stained 
for 10 minutes with the supramolecular form of 10 mg/ml solution 
of Congo red at 100°C. After staining, aggregates were washed 
three times in the physiological salt.

Heat-aggregated IgG were obtained by heating saline solution 
of human IgG (15 mg/ml) at 63°C. IgG aggregates were stained by 
the supramolecular dye Congo red of a final concentration 10 mg/
ml at 63°C. The excess of the dye was removed by filtration on 
Bio-Gel® P-10 column (saline solution). The solution was then 
centrifuged at 60 g for 10 minutes and the supernatant was used 
for further studies. 

Cell lines

Epithelial human bladder transformed cells (HCV29T, Polish 
Cellular and Molecular Biology Network, UNESCO/PAN), murine 
monocytes cell line (J774A.1, ATCC TIB67) and human leukemic 
monocyte lymphoma cell line (U937) were cultured by biweekly 
passages in RPMI1640 medium with 5% FCS and regularly tested 
for Mycoplasma contamination.

Isolation of monocytes

Peripheral human blood mononuclear cells were isolated from 
EDTA-treated blood by standard Ficoll Isopaque (Pharmacia Up-
psala) gradient centrifugation. Monocytes were then separated by 
counter-flow-centrifugal elutriation using a JE-5.0 system equipped 
with a Sanderson separation chamber (Beckman) (by courtesy of 
Prof. J. Marcinkiewicz, Chair of Immunology, Medical College, 

Jagiellonian University). Isolated monocytes of 85-90% purity with 
no selection of subsets [34, 38] were suspended in RPMI-1640 
medium (Biochrom Berlin) with antibiotics. Suspensions of l·lO6 
cells/ml in 2 mM glutamine, 10% FCS solution, were used for 
culturing (at 5% CO2, 37°C).

Cell cultures

J774A.1 murine monocytes and HCV29T cell suspensions in 
RPMI-1640 medium were cultured in culture dishes (HCV29T 
cell at a cover slip at the bottom of dishes) at 5% CO2, 37°C. 
After an initial incubation of culture dishes with HCV29T cell, 
80% of the supernatant medium was removed and replaced with 
medium, containing peripheral human blood mononuclear cells 
(106 cells/ml) or J774A.1 murine monocytes (106 cells/ml). Then 
they were cultured further for 2, 4 and/or 6 hours (at 5% CO2,  
37°C). 

SRBC (1 ml, 6.6·l08 SRBC/ml) with 50μl anti-SRBC antibodies 
(1mg/ml) were added to the culture dishes with 5ml J774A.1 murine 
monocytes (l·106 cells/ml) and then the culture was continued for 
2 hours. 

Cell stained

In cell models, Congo red was added to the culture at final con-
centration 0.05 mg/ml, at the beginning of activation (by addition 
J774A.1 murine monocytes, peripheral human blood mononuclear 
cells or SRBC – anti-SRBC immune complex). Before observation, 
culture dishes (for HCV29T cell the cover slip with the cell) were 
gently rinsed twice with saline.

U937 cells were stained by heating in saline solution of CR 
(5 mg/ml) at 55°C and 70°C. The excess of dye was removed 
by centrifugation.

Microscopic studies

The distribution of yellowish-red fluorescence derived from Congo 
red immobilized by binding to proteins was examined in a Carl 
Zeiss Axioplan II fluorescence microscope with integrated camera 
Canon PC1200 and AxioVision 4 V 4.6.3.0. software. Further 
transformations were obtained by the analysis of images, using 
AdobePhotoshop, SigmaGel and Statistica 7 programs.

Fig. 1. Sample image analysis (cell line U937 with Congo Red): A – image from fluorescence microscope;  
B – separated fraction of red fluorescence after inversion; C – separated fraction of yellow fluorescence after inversion.
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Measurement of solutions fluorescence

Congo red’s fluorescence was measured by spectrofluorimeter 
Hitachi F-2000.

Results

In this paper the images of the following samples stained with 
Congo red were obtained: cellulose fibres and powder, heat-
denatured aggregated immunoglobulin (IgG), silk, cat’s hair, 
cell structures (e.g. epithelial cells HCV29T with human and 
murine J774A.1 monocytes, cell line J774A.1 with immuno-
logical complex SRBC-IgG anti SRBC) and the surface-dena-
tured cells (cell line U937). Images were observed using the 

fluorescence microscopy with excitation wavelength λ= 470 
nm and then recorded with a digital camera. The images were 
separated into RGB colour channels (using a system sepa-
rating colour images into three basic colours: red, green and 
blue) and converted to monochrome images using specialized 
algorithms (prepared on the basis of the monochrome mas-
ters). The separate monochrome images were generated for red 
and yellow colour and their intensity was changed by inversion  
(Figure 1).

The intensity of dark spots in the inverted pictures, which 
corresponds to the intensity of fluorescence, was measured 
with SigmaGel progam. After mathematical compensation of the 
background interference, the values of the fluorescence intensity 
were obtained for individual images and the fluorescence quotient 
(the ratio of red intensity to yellow intensity) was calculated. The 

Fig. 2. Mean values and standard deviation  
for the quotient of red and yellow fluorescence intensity

Tab. 1. Comparision of the fluorescence intensity quotients  
– red fraction’s to yellow’s – for the Congo red bound to polymers (protein, polisaccharide) and cells.  
The Wilcoxon signed-rank test. results not marked in bold demonstrate statistical differences p ≥0.05
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statistical analysis (Statistica 7) of the results showed the identity 
of the colour in images coming from the same type of samples. 
This analysis of data revealed the significance of differences and 
similarities between samples (Table 1).

The Wilcoxon signed-rank test (Table 1) analysis indicates 
statistically significant similarity in the colour between cellulose 
(particularly in the form of fibres) and the natively cell structures, 
where monocyte cell lines (activated by cancer cells HCV29T 
or immunological complexes of heat-aggregated IgG or IgG 
antySRBC/SRBC) associated with Congo red dye. As shown 
in chart (Figure 2), the heat-aggregated IgG (with CR) demon-
strates the highest intensity of the red fluorescence, while the 
native cellular systems (with monocyte/macrophage and CR) 
and samples with cellulose (with CR) show the lowest intensity. 
Heat-treated proteins in the presence of Congo red demonstrate 
a shift of fluorescence spectrum towards red; however, the shift 

is dependent on the type of protein used and the temperature 
of denaturation. 

Congo red solutions

Fluorescence measurements of the Congo red solutions of 
increasing hydrophobicity indicate that the emission spectra, ir-
respective of the excitation wavelength (365 nm, 470 nm and 546 
nm), demonstrate one maximum – e.g. at 600 nm (in propanol) 
and at 650 nm (in water), depending on the solvent used (Table 2). 

Furthermore, fluorescence intensity distinctly increases along-
side with the increase of solvent hydrophobicity (Figure 3). How-
ever, it must be noted that a very large increase of fluorescence 
for the excitation light at a wavelength 546 nm can be caused by 
a small difference between excitation and emission wavelengths.

Discussion

While comparing emissions of light by the Congo red solutions it 
was observed that the maximum of fluorescence shifts depending 
on the polarity of solvent (Table 2). Furthermore, the fluorescence 
intensity is positively correlated with hydrophobicity (Figure 3). 
A shift of the peak of emission towards longer wavelengths, as 
the hydrophobicity of the environment increases, is well docu-
mented (28). Unfortunately, despite an increase in fluorescence 
intensity for less polar solutions, it is still relatively low and oc-
curs for a wavelength corresponding to yellow colour, which is 
in contrasts with observations for solid substances stained by 

CR (Figure 2). Movement of the emission peak towards red 
can be explained by investigations revealing that Congo red 
fluorescence shifts towards longer wavelengths and fluorescence 
intensity increases under the rising pressure (29). By comparing 
our observations with literature data we can conclude that CR 
binding to the polymer matrix may reveal a similar mechanism 
to the micelle’s deformation mechanism under high pressure. 
Thus, the stronger the interaction between particles of dye and 
the ground, the bigger the shift of fluorescence towards longer 
wavelengths (red). This could explain the change of fluores-
cence colour depending on binding conditions (Table 1). In the 
case of association at a room temperature with cellulose and 

Tab. 2. Wavelenght of Congo red fluorescence maximum λem (nm)

Fig. 3. Relativity between the intensity of Congo red’s fluorescence and the solvent

Wavelength of Congo red fluorescence maximum λem (nm)
Solvents Excitation wavelenght 

λex = 365 nm
Excitation wavelenght 

λex = 470 nm
Excitation wavelenght 

λex = 546 nm
Water 631 623 636
Metnanol 603 601 605
Ethanol 603 600 603
1-propanol 594 597 604
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surface structures of living cells binding of CR is limited to the 
surficial, properly shaped and easily available parts of polymers 
(proteins and polysaccharides). However, thermal modification 
(at 63°C) of immunoglobulin causes very large changes in the 
spatial structure of the protein. As a consequence, particles 
of CR penetrate protein structure very deeply forming a new 
super-molecule which consists of protein chains and molecules 
of CR. New molecule has a totally different spatial structure 
compared to the native protein. In the first case (surface inter-
actions) the pressure of the ground that deforms Congo red 
micelle is relatively small, whereas in the other case, strong 
interaction with denatured protein chains causes large defor-
mation of the micelle. For other samples, interactions between 
the micelle and the polymer matrix show intermediate values; 
this is indicated by the colour of emitted fluorescence (Figure 
2). Spectrum of fluorescence can be explained by the fact that 
both silk protein and hair keratin do not substantially change 
their internal structure during heat-modification, as is the case 
of aggregated immunoglobulin. However, this connected with 
pressure phenomenon does not explain the reverse trend that 
occurs during heat denaturation of whole cells in the presence 
of CR. The transfer of fluorescence towards shorter wavelengths 
(yellow) in effect of the increasing temperature of modification can 
be caused by other factors present in a complex structure of the 
whole cell, which are not taken into consideration. During heat 
modification, depending on time and temperature of the process, 
CR is able to stain all structures, both surface (proteins, sugars 
and even lipid membrane) and internal (all cellular structures 
together with nucleic acid).

The analysis of the light emitted by Congo red associated with 
polymers such as simple models of pure proteins or polysaccha-
rides, suggests that the spectrum of fluorescence is determined 
by the strength of interaction between polymers and particles 
of CR. More detailed analysis of all factors affect spectrum of 
fluorescence (especially in heterogeneous systems like whole 
cells), taking also into account the polarity of the environment, 
would allow to use this phenomenon as a convenient predictor 
of interaction strength between polymers and supramolecular 
dyes. Such assessment would influence the interpretation of 
results obtained during studies on the activity changes of protein 
structures (e.g. receptors) that were caused by supramolecular 
dyes, with particular reference to Congo red.
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Abstract: Analysis of the profiles of body fluids by MALDI – ToF mass spectrometry is a popular technique used for search-
ing of protein biomarkers that have potential application in early detection and diagnose of a cancer. A typical strategy used in 
validation of new biomarkers involves two basic aspects. Predictive properties of discovered differing features must be proven 
by classification of patients and controls spectra. Then, these features must be connected to proteins / peptides present in 
the analysed samples. Therefore, most mass spectra pre-processing procedures are based on reducing dimensionality of the 
spectrum to only significant features (peaks), assuming that each peak corresponds to a single protein / peptide and its position 
in the m/z scale, and height carry direct information on the composition of the test substance.
In the literature there are several different approaches of mass spectra pre-processing. But so far there are no standards for 
selection of techniques that are the most effective for this type of data. Only the pre-processing steps that should be done in 
order to extract the desired information from raw spectra are specified. This paper presents some algorithms that are compared 
on two levels. By the classification of real data sets differentiating potential of detected features was examined and the ability to 
reconstruct proteins / peptides in the test sample was checked. Since the composition of the specimen is not known, we used 
a virtual machine to generate artificial spectra. 
Despite many published studies, scientists searching for biomarkers, still encounter many serious problems. Existing methods for 
mass spectra pre-processing are very sensitive to changes in data collection protocols, or instrumentation. Identified biomarkers 
of cancer vary between different research groups. The key is to choose the appropriate settings of the methods used. Thus, 
there is a need to test new procedures and automate the tuning of parameters of existing algorithms. Our simulations showed, 
that Align and CWT algorithms eliminates false positive peaks efficiently and that Align is the most flexible for changes in signal 
quality from all studied mass spectra pre-processing packages.
Keywords: spectra pre-processing, MALDI - TOF, biomarkers

encountered in mass spectrometry have just one charge (Z=1) 
so the M/Z value is numerically equal to the molecular (ionic) 
mass in Da. So, a mass spectrum is a graph of ion intensity 
as a function of mass to charge ratio. Hence, the mass spec-
trum of a sample is a pattern representing the distribution of 
components (atoms or molecules) by mass (more correctly: 
M/Z ratio) in a sample.

The first approaches to detect protein biomarkers using MS 
met with great optimism (Adam et al. 2002; Paweletz et al. 2001; 
Petricoin et al. 2002). Unfortunately, these results were soon 
challenged. It turns out, that the proteomic data obtained through 
the MS, contain a huge number of different types of noises and 
artefacts. Some researchers, however, saw this as a challenge to 
create a more sophisticated bioinformatics tools. During this time 
many papers that compare different pre-processing techniques 
appeared (Cruz-Marcelo et al. 2008; Emanuele II et al. 2009; 
Meuleman et al. 2008; Yang et al. 2009). 

Introduction

Due to the fact that proteins are involved in almost all important 
biological functions mass spectrometry (MS) as a technique that is 
commonly used in proteomics can be adapted to identify disease 
related patterns. Matrix-assisted laser desorption and ionization 
time of flight (MALDI-TOF) and its variant surface-enhanced 
laser desorption and ionization time of flight (SELDI-TOF) mass 
spectrometers can detect the components at a very low concen-
trations. This can help in the diagnosis, disease progression 
monitoring and response to treatment or prognosis of a cancer.

A mass spectrometer does not actually measure the mo-
lecular mass directly, but rather the mass-to-charge ratio (M/Z) 
of the ions formed from the molecules. The charge on an ion 
is denoted by the integer number Z of the fundamental unit of 
charge, and the mass-to-charge ratio M/Z therefore represents 
Dalton per fundamental unit of charge. In many cases, the ions 
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Nowadays, there are no standards for MS data pre-pro-
cessing, but most of the algorithms realizes following steps: 
baseline subtraction, which removes systematic artefacts, usu-
ally attributed to clusters of ionized matrix molecules hitting the 
detector during early portions of the experiment or to detector 
overload; smoothing, which reduces the level of random noise, 
typically electronic or chemical; normalization, which corrects for 
systematic differences in the total amount of protein desorbed and 
ionized from the sample plate. The crucial step is a peak detec-
tion – the process of identifying locations on the M/Z scale that 
correspond to specific proteins or peptides striking the detector.

In this study we propose a comparison of four MS pre-pro-
cessing algorithms that are commonly used and freely available. 
We checked differentiating potential of detected peaks using real 
data and the ability to reconstruct proteins/peptides in the test 
sample using virtual data. 

Materials and methods

Data

Real data used in a study were obtained at the Maria Sklodowska-
Curie Memorial Cancer Center and Institute of Oncology, Gliwice 
Branch. 92 patients diagnosed with clinical stage I or II breast 
cancers were included in the study, of average age 58.5 years 
(range 31–74 years). Patients were classified according to the 
TNM scale; the majority were scored as T1 and T2 (47% and 45%, 
respectively) as well as N0 and N1 (75% and 24%, respectively), 
and none had diagnosed metastases (all M0). Serum samples 
were collected before the start of therapy. 104 female volunteers 
were included as a control group; they were required to be free 
of any known acute or chronic illness and were not treated with 
any anticancer therapy in the past. The average age in this group 
was 54 years (range 32–77 years). Samples were collected 
and processed following a standardized protocol and analyzed 
using an Autoflex MALDI-ToF mass spectrometer; the analyzer 
worked in the linear mode and positive ions were recorded in 
the mass range between 2,000–10,000 Da (Nowicka et al. 2008, 
Pietrowska et al. 2009). 

Since the true composition of analysed samples is not known, 
it is difficult to create an unbiased comparison study. Following 
others (Yang et al. 2009, Cruz-Marcelo et al. 2008), we used a 
virtual mass spectrometer developed by Coombes et al. (2005), 
which is based on the physical principles underlying the instru-
ment and allows us to generate realistic virtual spectra with a 
known underlying protein (peptide) composition. Composition of 
protein species in artificial spectra was chosen the same as that 
estimated from the real data.

Distribution of peaks across samples is quantified by such 
measures: its prevalence, defined by the proportion of samples 
in the population containing the protein; the mean and standard 
deviation of corresponding peak intensity across samples that 
contain the protein and the mean and standard deviation of the 
M/Z value across samples that contain the protein.

For each peak we first determined whether it is present in 
the sample by a random Bernoulli trial with probability defined by 
the value of the protein prevalence. We then generated peak’s 

intensity by drawing a random number distributed log-normally 
(Morris et al. 2005) and peak’s M/Z by drawing random number 
distributed normally. All the distributions parameters were fitted 
to real data to preserve the nature of protein spectra. Using these 
setting 50 datasets was created with 50 spectra each.  

Algorithms

Align is a mass spectra pre-processing tool created in Matlab 
graphical user interface (Marczyk 2009). It estimates the baseline 
within multiple shifted windows with varying size and regress the 
baseline to the window points using a spline approximation. Noise 
is removed using variable span smoother based on local linear 
fits (Friedman 1984). Spectra are aligned using peak alignment 
by fast Fourier transform (Wong et al. 2005). To normalize spec-
tra Total Ion Current method is used. Peak detection algorithm 
first finds peaks in the spectrum using the first derivative. Next 
it checks a ratio of maximum to left and right side minimum 
separately. Small amplitude peaks, where none of these ratios 
is greater than given threshold value, are deleted. Noise reduc-
tion is obtained by replacing similar intensity peaks, which are 
in close M/Z neighbourhood by one, highest peak. Peaks with 
intensity lower than a given threshold are also deleted.

LIMPIC is a computational method for the detection of protein 
peaks from linear-mode MALDI-TOF data (Mantini et al. 2007). 
A noise reduction technique is performed at first: the signal-to-
noise ratio (SNR) is enhanced by using a smoothing procedure 
based on a Kaiser filter. Next, the resulting spectrum is used 
to sequentially estimate the baseline drift and the non-uniform 
noise level. Spectrum is divided into signal blocks and the blocks 
showing peaks are selected on the basis of the kurtosis. Peak 
detection procedure is as follows: if the point intensity is the 
highest among its nearest ± f points, a peak is detected in that 
position. The last step is the elimination of the detected peaks 
with a SNR lower than a given threshold.

Mass Spec Wavelet R package contain a continuous wavelet 
transform (CWT)-based peak detection algorithm that identifies 
peaks with different scales and amplitudes (Du et al. 2006). 
By transforming the spectrum into wavelet space, the pattern-
matching problem is simplified and in addition provides a power-
ful technique for identifying and separating the signal from the 
spike noise and colored noise. This transformation, with the 
additional information provided by the 2DCWT coefficients greatly 
enhances the effective signal-to-noise ratio. With this technique 
baseline removal and smoothing are not required before peak  
detection.

Cromwell is a set of Matlab scripts implementing the methods 
for pre-processing of MS data developed by the bioinformatics 
group at the MD Anderson Cancer Center (Coombes et al. 2007; 
Morris et al. 2005). Smoothing is performed by wavelet regression 
using the undecimated discrete wavelet transform. The baseline 
is estimated by computing a monotone local minimum curve. 
Normalization is performed by scaling each individual spectrum 
so that the mean of its intensities is equal to 1. The algorithm 
for peak detection finds local maxima in the denoised, baseline 
subtracted spectrum and retains as peaks those with a signal-
to-noise ratio greater than a user-defined threshold.
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Fig. 1. Boxplots comparing peak detection results on 50 virtual 
datasets. Top – sensitivity, middle – FDR and bottom – F1.

Peak detection performance

In this comparison peak detection is performed by using mean 
spectrum. This procedure is commonly applied and has the 
following advantages (Morris et al. 2005): the noise in the mean 
spectrum is decreased; peak finding in the mean spectrum is 
more sensitive; small, but consistent peaks are easily seen 
in the mean spectrum; it allows finding peaks present in only 
few samples. 

For each virtual dataset we calculated the following three 
measures: the sensitivity, which is the proportion of matched 
peaks, false discovery rate, which is the proportion of found 
peaks that were not matched and the F1 measure, introduced 
by Yang et al. (2009), as a compromise between false discov-
ery rate and sensitivity. Detected peak was acknowledged 
as matched, if it was ± 0.3% M/Z away from known value of 
true peak.

In most cases the highest F1 is implied by the best (highest) 
sensitivity. That is why we tune the algorithms parameters to 
get the highest F1. Because we also wanted to check flexibility 
of the pre-processing algorithms in terms of signal change, 
optimal settings were fixed during all tests. 

To determine the trade-off between sensitivity and FDR we 
estimated operating characteristics (OC) by varying significant 
parameters of each algorithm (Emanuele II et al. 2009). Strictly, 
for each parameter settings we calculated sensitivity and FDR 
for each dataset mean spectrum. By calculating mean value 

and error margin (assuming normal distribution of sensitivity 
and FDR) we obtained points on the OC plot with confidence 
intervals on both axes.

Fig. 2. Cromwell package operating characteristics and its 95% confidence intervals.
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Classification performance

Differentiating potential of detected features was examined by 
the classification of real data using Support Vector Machine 
(SVM) (Vapnik 1995) and measured by classification error.  SVM 
is a classifier that is widely used because of its generally good 
performance in complex classification problems and especially 
in applications, such as the problem being studied here, where 
the number of features is larger than the total number of samples. 
Transformation to a non-linear space is achieved by using a radial 
basis kernel function. To assess the performance of the classifier 
we used multiple random sampling validation with 500 iterations 
(Michiels et al. 2005). In each iteration test group was build using 
50% of all samples. Because of the non normal distribution of 
peak’s intensities, Mann Whitney U-test was used for feature 
selection. We presented here classification error for classifiers 
created from 1 to 40 features with lowest p-values. In each 
random sampling classification error is a maximum likelihood 
estimate of failure (if sample is classified incorrectly). By providing 
a large number of iterations, we can conclude that this estimate 
is approximately normally distributed.

Results

Extraction of representative peaks from noisy data measured 
by sensitivity, FDR and F1 is presented in fig. 1. Both Align and 
CWT procedures showed good efficiency, because despite high 
sensitivity, which brings ability to reconstruct content of testing 
sample, FDR is at really low level. It means that most of the 
detected peaks are significant, because they correspond to true 
proteins/peptides. Cromwell package gave quite good sensitivity, 
but because of big number of detected peaks, FDR value was 
at high, not acceptable level.

Fig. 2. presents OC curve with 95% confidence intervals for 
Cromwell. This tool gave the biggest range of FDR, however, 
confidence intervals, which width is similar in all algorithms, are 
too wide for clear results presentation. Fig 3. shows sensitivity 
and FDR in only chosen operating points, without confidence 
intervals and cut to FDR equal 30%, because in biomarker search-
ing peaks detected at higher FDR values are useless. In the 
Align OC curve, at the beginning of the scale, some instability 
was observed. It is caused by too strict peak picking settings, 
which neglects most of the peaks. Despite that, Align and CWT 
algorithms can guarantee good sensitivity from quite low FDR 
values. To produce OC plots we varied parameters in a big range 
around optimal settings, so such results showed that these al-
gorithms are quite flexible. Peaks detected after using Cromwell 
reached the highest sensitivity, but at high FDR level, which is 
not desirable behaviour. The smallest sensitivity in tested FDR 
range appeared in Limpic OC curve.

Fig. 3. Comparison of operating characteristics of all four programs.
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In classification of protein spectra for biomarker discovery, 
the key issue is to find a small group of features with the highest 
differentiating abilities. So presented results (fig. 4) contain clas-
sification error for validation of classifiers built from 1 to only 40 
features. In such comparison Align outperforms other algorithms, 
where minimal error was about 25% and the shape of the plot is 
preferable. Classification after using CWT and Cromwell gave 
minimal error around 35 % and Limpic – 38%. One of the reasons 
of such results is a fact that only in Align software, there is a 
spectra alignment pre-processing step introduced. Parameters 
tuning will for sure reduce the classification error, but it was stated, 
that they are fixed during all tests. These scores showed that 
Align is the most flexible for changes in signal shape and noise 
from all tested algorithms. 

Conclusions

In this paper a comprehensive comparison of four mass spec-
tra pre-processing algorithms was evaluated. Results showed 
that Align and CWT provides very good performance, it means 
good sensitivity with small FDR and nice OC, despite fact, that 
pre-processing methods implemented in these programs differ 
much. However, we can conclude some common remarks. In 
protein spectra most noises are non-linear, so using methods 
with fixed window size may fail. In Align both steps are conducted 

with varying window sizes, fitted to analysed data. CWT avoids 
the problem by multiscale smoothing and no need for baseline 
correction. Taking into account peak detection, it can be con-
cluded that max/min ratio and intensity thresholding connected 
with noise peaks removal used in Align gave very robust and 
flexible combination. Concept of forming ridge lines in CWT 
also removes many false positive peaks.  Last test proved that 
default parameters setting in Align software is good enough to 
remove most of the false positives, despite quality changes in 
analysed signals.  

Funding: This work was partially supported by BW RAU1/2010.
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Abstract: The theoretical biology analysis, uses mathematical and physical models and bioinformatics tools in practical medicine. 
The analysis in silico reduces time and costs of new designed drugs and provides wider spectrum of information for exploration. 
Moreover, bioinformatics analysis of genome and proteome, especially with the use of microarray allows specifying diagnosis 
and therapy. The methods enabling precise preparation of therapy by means of accurate medicine dosage are being currently 
searched, such an approach permits to increase the effectiveness of therapy, eradicate side effects (i.e. medicine overdosing), 
reduce the total cost of therapy and cut down its interval. The elaborated model involves the partition of human body into compart-
ments having different physical features: weight and volume, or physiological character: metabolic efficiency, penetration rate 
of drug. Additional parameters can be introduced to the model: Wa/b, Wwzb and λ. Due to the nature of simulation each individual 
case can be run with high precision. The model is implemented in the GROW_4 virtual environment which is accessible free of 
charge on the websites: www.sitcome.vacau.com or www.uwm.edu.pl/bioinfo (in science/projects/grow).
Keywords: bioinformatics, modeling, algorithms, pharmacokinetic, codeine, bile mode, non-renal mode, compartment

Introduction

More often bioinformatic tools are used in medical analysis in 
accurate examination of an individual patient. Medical databases, 
computer analysis of microarray data or particular genetic analysis 
are developing in an intensive way in connection with a need to 
individualize patients. It is known that identical medicine dosage 
or dosage depending on weight only do not give identical effects 
for particular patients. Insufficient medicine dosage for one patient 
can be toxic in another case. It depends on different physical 
parameters of an organism such as weight or blood volume 
and individual physiological features. Medicine in an organism 
can be temporarily accumulated in organs causing pathological 
changes and systemic poisoning. Medicine accumulation can 
be prevented predicting if and when medicine concentration 
exceeds therapeutic dose and starts to be toxic.

The model of medicine distribution in organism presented 
in the following paper provides that each tissue is treated as a 
singular compartment, where the fate of the drug can run in a 
different way independently. Each tissue has attributed physical 

features (i.e. volume), physiological features (i.e. permeability of 
the drug, the drug half-life in tissue), which influence an overall 
distribution of a medicine in an organism. Functions and pa-
rameters of particular tissues and organs are changeable which 
allows individualization of simulation and adjusting the cycle of 
therapy to a single patient. Introducing additional parameters, 
such as distribution coefficient, coefficient of mass and drug 
binding allow more accurate individualization of therapy. Still, 
they require previous clinical testing of each patient.

The model is designed for distribution of codeine on the 
basis of medical data obtained from the analysis of the changes 
of medicine concentration in blood for 180 minutes. This data 
refers to 2 patients (A and B) [7]. The models for other tissues 
have been designed analogically for blood and verified comparing 
with statistical significance of theoretical models with empirical 
data. The preliminary of these data were presented elsewhere 
(section 3).
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Material and methods

Increasing number of therapeutic substances is growing more 
and more frequently discussed issue about selection of an ap-
propriate dose dependent on the individual characteristics of 
the person [1, 2, 3]. 

The presented model involves existence of 5 independent 
spaces in an organism which are separated by tissue barriers, 
limiting free distribution of therapeutic substance. They are: small 
intestine, liver, bloodstream, brain and bile (Fig. 1). Between 
those spaces therapeutic substance: flows (in all of spaces), 
is temporary accumulated (bile, bloodstream) or degraded and 
excreted (effects of liver’s metabolism and brain degradation)

Fig. 1. Visualization of the compartmental model describing 
transport of the codeine in modeled organs. Arrows show the 
direction of codeine flow to next spaces (rectangles colored 
grey). UI, UII, UIII, UIV, UV, UVI – speed of codeine transfer be-
tween spaces.

The model implies that the factors conditioning the dynamics 
and efficiency of distribution are among others: rate of blood 
flow through the organs, degree of perfusion and metabo-
lism (degradation) of the therapeutic substance during its flow 
between spaces. Therapeutic substance transfer between 
separated spaces depends on speed of transfer (equation 1). 
It informs what quantity of substance is transferred to another 
space during the time. In elimination space (brain), the speed 
of transfer is convert to speed of elimination (E) and defined 
by the same way. 

un =  
ΔM
Δt

Many times, physiological conditions depends of structure, 
specification and activity of the organ. Substance is divided with 
no proportional quantum to the another organ and cells surround-
ing it [4]. Solution of this problem is addict to the equation a coef-

ficient of separation „Wa/b” (equation 2), which means what part 
of primary dose (Mn) will be transfer to the current space (a or b). 

∀ Na, Nb ∈ R  Na + Nb = 1          Wa/b =  
Na

 
Nb

Liver’s conversion a codeine to morphine is catalyzed by 
cytochrome P450 of enzyme CYP2D6. About 6-10% of European, 
2% of Asian and 1% of Arabic populations [8] have weak function 
of CYP2D6. Codeine used to therapy for these patients doesn’t 
have correct efficiency and they could feel pain even theoretically 
enough in-sensibilization [9]. Presented model contains two high-
specific parameters: coefficient of liver’s metabolism efficiency 
Wwmw and coefficient of intestine absorption Wwaj, which give better 
correlation with experimental data. Main parameter describes 
medicament distribution in organism is actual mass of substance 
in the organ. The presented model used mathematical relations 
to describe more simply process of distribution, in similar way as 
it take place in organism. Equations describe quantity (mass) of 
substance in hypothetical organism space after time Dt are root 
of presented model. The general form of equation (3) describes 
quantitative relation between mass of substance (M). It goes to 
the next spaces with rate of transfer (u), in time (Dt). 

ΔMn = Mavb – un · (Δt – tn–1)

Normally physiological processes in organism (for example: 
drugs metabolism) are initiated with some delay compare to dose 
time (t0), is necessary to introduce delay parameter (t), which is 
a needful time to initialize the process [5]. The half-life time (t1/2) 
(equation 4) means after what period of time, half dose of medi-
cament will be eliminated from patient’s organism. This is a key 
parameter to compare effects in organism for different groups of 
substances and it indicates how to basic dose should be select.

                                            ln  
Mmax un

  · 100
t½ =          

2
Parameter McN means total mass of medicament available for 

modeled space. It is possible to calculate time used to transfer 
substance trough the biological membranes and in conclusion 
to calculate total time of substance resistant (tcN) (equation 5). 
Total time of substance resistant and total mass of medicament 
in modeled organ inform us about therapeutic or toxic character 
of substance accumulation. 

tcN =  
McN 
ϑn

Mathematical series (equation 6) formed from semi-single 
equations (equation 5) and delays (equation 3), has a local 
extreme in tC point. tC point to the value is equal to total time of 
substance resistant in organism.

tC = Σ
n
 

n=1
 
McN 
ϑn  

n

  

+τn–1

Changing of concentration (DCn) in a better way presents 
the medicament’s behavior in organism, because is possible to 
consider the volume of organ (Vn). This modification is impor-
tant in pharmacokinetic point of view, because not mass, but 
medicaments concentration determines the therapeutic or toxic 

⎞

⎠

⎛

⎝

(1)

(2)

(3)

(4)

(5)

(6)
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substance character for tissue [6]. Equation 7 makes possible 
conversion of actual mass of medicament to concentration. 

ΔCn = 
un · (Δt – tn–1)

         Vn

Because volumes of the same organs in different individu-
als are many times different (for example volume of blood in 
6 years old girl and her mother) to correlate this differences 
with individual mass was added factor of multitude l (equation 
8) which means quotient of patient mass (Mos) and volume of 
the organ (eg. blood).

λ =   
Mcs 
Vn

    ⇒ Vn   
Mcs 
λ 

To all of semi-equations was added a “p” parameter defined 
by condition nine, which prevents the negative values. This is 
an important part because changes (increases and decreases) 
the quantity of mass can not take negative values, it is physi-
cally impossible.

∀ τa,  ∈ N        Δt – Σ
n
 

n=1
τn < 0 ⇒ p = 0

For example, the equation 10 describes the changes of drug 
concentration in the blood. (Numbering is consistent with Figure 1)

p · ΔMI – (MD – · uI · Δt ) + ΔMIV → I

p · ΔMII = (WI/II – (MD – ΔMI)) – uI · (Δt  – τI)

p · ΔMV = ΔMI – uV · (Δt  – τI – τIII)

ΔCV =    
ΔMV 

VV

    

The presented model was implemented in a specially built 
application called GROW_4. Experimental data, taken from 
the database at the Norwegian Institute of Public Health [7], 
experimentally determined codeine distribution in blood [16, 
17] and statistical tests, such as a normality test (Shapiro-Wilk) 
and analysis of variance (one-way ANOVA) have been used to 
evaluate the model. In addition, the calculated data from the 
Grow_4 and PharmaCalc[18] programs has been compared.

The simulation results for a few standard therapeutic dos-
es per os (Md = 20mg (fig. 2); Md = 15mg (dose A, fig. 3) and  
Md = 30mg (dose B, fig. 4)[8,16,17] (tab. 3 and tab. 4)) have been 
compared in this paper. Additionally, the simulation of a 20mg 
dose was done for two types of patients: 
 – Patient A – European male with low efficiency of codeine 

conversion by CYP2D6 and
 – Patient B – Asian male with high efficiency of codeine con-

version by CYP2D6 [9].
The average laboratory results for the group of adult man 

who are healthy and don’t smoke have been used to validate 
the designed model. The mean age of subjects ware 30.5 (range 
25-36 years) and their weight 81.2 +/-8.6kg. The simulation 
parameters were obtained based on this information. The model 
contains the two types of parameters: high-individual (tab. 1) 
and low-individual (tab. 2) parameters. Individual parameters 
were developed to minimize differences between simulation 
results and experimental data using relative error (tab. 3, 4) 

and also to make the model more specific for each individual 
person. The low-individual parameters describe only the main 
pharmacokinetic trend of distribution and they are universal in 
predicting the concentration amoung the general human popu-
lation. Conversely, to make person dependent simulations, the 
high-individual parameters were developed. High-individual pa-
rameters describe person dependent parameters like cofactors of 
absorption, cofactors of binding with blood proteins or cofactors 
of liver metabolism efficiency. 

Parameters Dose A Dose B
Md [mg] 15 30
Mass of organism 
[Kg] 81,2

l* 10.9
W2/3

* 75
W5/6

* 95
Wwaj

* [%] 20 18,33
Wwzb

** [%] 7
Wwmw

* [%] 88

Tab. 1. The high-individual parameters used in a computer 
simulations. * – parameters developed or estimated for the 
model. ** – parameters taken from literature [11], Md – basic 
dose, W2/3 – coefficient of separation, fraction of basic dose 
transferred to 2nd and 3th model space, W5/6 – coefficient of 
separation, fraction of basic dose transferred to 5th and 6th 
model space, Wwaj – coefficient of drug absorbtion in intestine, 
Wwzb – coefficient of protein binding in blood, Wwmw – coefficient 
of metabolic efficiency in liver.

Parameters Dose A Dose B
uI [mg/h] 7,25
uII [mg/h] 5,12
uIII [mg/h] 4
uIV [mg/h] 0,1
uV [mg/h] 3,533 6
E [mg/h] 0,5

Tab. 2. The low-individual model parameters used in computer 
simulations. Dose A – 15 mg ,Dose B – 30mg. UI, UII, UIII, UIV, 
UV, UVI – speed of codeine transfer between spaces. tI, tII, tIII, tIV, 
tV, tVI – delay required for transfer from one space to another.

Parameters Dose A Dose B
tI [h] 0,13
tII [h] 0,3
tIII [h] 1
tIV [h] 0,37
tV [h] 0,17
tVI [h] 0,79

Presented data series (150 simulations) was exposed to 
statistical analysis for compliance with the normal distribution 
(Shapiro-Wilk test) and analysis of variance (one-way ANOVA) 
using Statistica 9th (Tab. 5).

(7)

(8)

(9)

(10)

(11)

(12)

(13)
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Results

As shown in Fig. 2 model has a good correlation with experi-
mental data and explains the differences between medicament’s 
metabolism in outlying human population (European and Asian 
males). As we can see the small difference in metabolism ef-
ficiency can have a radical result in medicaments temporal com-
mutation in organism. 

The graph shows a good correlation between experimental 
data [11] (circles) and predicted data (Patient A (diamonds) – 
European male; Patient B (triangles) – Asian male); in regards to 
the codeine concentration in blood. This graph presents the data 
for a dose of 20mg of drug

Simulation results of the Grow_4 model for 15mg and 30mg 
dose (shown in Fig. 3 and Fig. 4) have a good correlation with 
experimental data in both cases. PharmaCalc model has a good 
correlation with only one of these doses – 15mg. The half-time 
elimination (Tab.3) in both cases are predicted well and values 
are in a middle range of literature results. Half-times calculated 
using the model (Tab. 3) for doses A and B have the same set 
of values as results taken from literature [11]. 

Assuming the average experimental results as a refer-
ence form model, we are able to compare and demonstrate 
prediction errors. As we can see on table 4, also in this 
time, the presented model has better result in comparison 
to PharmaCalc.

Fig. 2. Model correlation with experimental data of codeine elimination in the blood. 

Moreover, the computer simulations can give much more 
results that values taken from literature or from experiments 
with the same statistical precision (Fig. 3, 4). This fact and its 
statistical significance (Tab. 5) give a high probability that the 
model can be a good tool to predict positive and individual 

dose for each patient to whom the high specific parameters  
were set. 

However the accuracy of estimations using the presented 
model is significantly higher than for the PharmaCalc model 
(Tab. 4). 
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Fig. 3. Model correlation with experimental data of codeine elimination in the blood. Full field diamonds – experimental data  
for dose 15 mg [16, 17]; full field rectangles – predicted Grow_4 model data; full field triangle – predicted PharmaCalc data.

Fig. 4. Model correlation with experimental data of codeine elimination in the blood. Full field diamonds – experimental data  
for dose 30mg [16, 17]; full field rectangles – predicted Grow_4 model data; full field triangle – predicted PharmaCalc data.
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Literature [h] Model [h] PharmaCalc
Dose A 2,3 – 5,6 3,37 3,30
Dose B 3,41 3,30

Tab. 3. Comparison of half-life time (T1/2) taken from literature 
[11] and predicted by models Grow_4 and PharmaCalc for two 
different dose quantity. Dose A – 15mg; Dose B – 30mg. 

Model [%] PharmaCalc [%]
Dose A 12.63 379.56
Dose B 6.28 18.56

Tab. 4. Error measurement of predicted concentration of co-
deine in the blood for Grow_4 and PharmaCalc models in stand 
of experimental data. Dose A – 15mg; Dose B – 30mg.

Seria number I II III IV V
Shapiro-Wilk test 0.963 0.969 0.960 0.948 0.975
One-way Anova 0.930 0.925 0.934 0.911 0.899
Results statistically significant? yes yes yes yes yes

Tab. 5. Averaged results of the tests for hundred fifty simulations. Both used tests proofs statistical significance of obtained theo-
retical data. Numbers are assigned to spaces. 

Discussion

The model presented in this paper has been compared with the 
two different virtual pharmacokinetics environments: R Package 
with PKfit [19] module and PharmaCalc [18]. The PKfit module has 
been designed to fit en experimental data to previously prepared 
compartmental models. The present model is a simulator which 
estimates the drug concentration and in blood of an individual 
patient. The changes of drug concentration are estimated based 
on high-individual parameters. PharmaCalc is the most similar 
already published simulator to the presented model. Therefore, 
this simulator has been chosen to prepare the accuracy tests.

The presented model has been tested on published medical 
data [16, 17] and compared to published pharmacokinetics mod-
els [18]. The data concerns the changes of drug concentration 
in blood [7, 11, 12, 13, 14, 15]. This kind of analysis for other 
tissues has not been published yet [9]. The significant level of 
compatibility between empirical and theoretical data has been 
statistically defined and presented in this work. However, the real 
significance of in silico data should be verified and confirmed 
by laboratory analysis and more clinical data. The application of 
this simulation tool for the therapy of patients, whose calculated 
dosage is almost identical to the standard dosage, can be the 
first step in clinical tests with the designed algorithm.

Wa/b, Wwzb and λ factors have been designed especially for this 
model. It allows a precise determination of simulation parameters 
for an individual case, for example an individual patient. These 
parameters truly and essentially influence a drug distribution in 
an organism, but are not measured in clinical practice. There-
fore, elaborating the methodology to an empirical estimation of 
these factors should be a key stage to the clinical application 
of this model.

With the increase of clinical data we are planning to prepare 
a data base of individual models of therapy in cooperation with 
the GROW simulator. Based on the clinical data collected in this 
database it will be possible to prepare more, even theoretical 
drug distribution models for different types of organisms (differ-
ent age, sex, diseases, residence or even basing on the genetic 
tests). This database allows to set simulator input data without 
most preliminary medical tests.
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Abstract: This article was presented to model the classifier algorithm based on elementary physical phenomena. The model for 
this is the result of research conducted by the author on the use of the mechanisms of physical phenomena in the classification 
of multidimensional data. In this article we have presented a model used for a classification of multidimensional data in a broader 
sense, called Braun’s cathode machine. The internal structure of the machine presented on this paper has been based on the 
architecture of a cathode-ray tube – Braun’s tube. For a machine model described this way a machine training algorithm has 
been proposed as well as response computing algorithms. In the final chapter we have presented the results of the machine 
tests for the notions connected with the classification and self-organization of multidimensional data. 
Keywords: Braun’s cathode machine, Data mining, Computational intelligence

we will also present Braun’s cathode machine training algorithm 
and an algorithm which computes a response. The third part of 
this article presents the results of the computations carried out 
with the use of this model.

Physical phenomena used by Braun’s 
machine

In this part of the article we will discuss physical phenomena 
which will constitute a functioning base for Braun’s machine. 
The reaction of electric fields to charged particles is used in two 
aspects. First of all, it is used to accelerate or curb particle move-
ments, and secondly, to change the direction of moving particles.

Speeding up the particles

May a moving particle have a m mass, q charge and v0 velocity. 
Let us consider its motion in homogenous electrostatic field with 
E strength. If the direction of v0 velocity is in accordance with the 
direction of electric field lines, this field operates on a charged 
particle with force F=qE which is constant so the movement of 
the particle is a uniformly variable motion. The charge will then 
accelerate or curb depending on the senses of vectors v0 and E.  

Introduction

In recent years, there has been an increase of interest in biology 
as a source of inspiration to tackle many computational problems 
in the scope of data processing, artificial intelligence and optimiza-
tion. This interest has been and is motivated by the willingness 
to select mechanisms that are used by natural systems and 
the attempt to adjust them to efficient problem solving in the 
aforementioned areas. An example of an effective application of 
natural mechanisms could currently be artificial neural networks, 
genetic algorithms, evolutionary algorithms which are being widely 
used in many fields of interest nowadays. The attempts to use 
elementary physical phenomena in data processing can be an 
alternative way of searching for natural computational models 
in relation to biology.

This article presents a data processing mechanism that uses 
the phenomena occurring during movements of particles in the 
electric field. The aforementioned occurrences have already 
been widely used in construction of Braun’s cathode ray tube. 
In the first part of the article physical rights will be presented 
which have been used in data processing by a processing ele-
ment called Braun’s cathode ray machine or Braun’s machine. 
In the second part of the article we will discuss the elements 
of the aforementioned processing element and its functioning 
mechanism will be presented. In the second part of this article 
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40 The Braun machine as a classifier based on elementary physical phenomena…

May a field in A point have a potential VA and in B point – a po-
tential VB, so electrostatic potential energy of charge q in point 
A equals qVA, and in B point, it equals qVB. Appropriate kinetic 
energies are: in point A it is (mv0

2)/2 , in point B (mv2)/2 where the 
v variable is a searched value. Taking advantage of the energy 
conservation law we obtain:

qVA + 
mv2

0 
2
   = qVb +  

mv2 
2
   

v = � v2
0 + 

2q
m

 U = � v2
0 + 

2qEd
m

The velocity of the particle is proportional to the element 
of accelerating voltage. As it results from the equation (2), the 
velocity value of the particle can be increased by increasing 
the field strength E or by increasing the distance d where the 
acceleration occurs.

Change of the particle trajectory

Electric field may influence the particles in motion by changing 
their trajectory of motion. Let’s assume that electric field is gener-
ated by two plates and the voltage which is led to them is U; then 
E=U/d. May the particle of m mass possess a q charge and initial 
velocity of v0 which is perpendicular to force lines. According 
to the principles of electrostatics, the particle is influenced then 
by force perpendicular to v0 of F=qE value which will cause 
the curving of this trajectory according to the equation:

y =   
qE

2vm2
0    

x2

At the escape of the particle from the x=l field, and velocity 
in this place is expressed by the following equation:

v = � v2
0 + v2

y

Where vy can be determined based on the equation (2) and 
then we obtain:

vy = � 
2qEd

m
    y0 =     

qUl
mv 0d

    

The phenomena described above will constitute a base of 
the element used for data processing. 

The architecture of Braun’s machine

In this paragraph we will present a model of a processing ele-
ment whose functioning uses a physical phenomenon described 
above. The functioning of Braun’s machine is mainly modelled 
on the principle of functioning of Braun’s cathode ray tube, so 
logical and physical construction of this processing clement is 
similar to the construction of the tube.

Element of braun’s machine

In figure Fig 1. a model of Braun’s machine has been presented. 
Similarly to the tube, the model is equipped with an accelerating 
grid and a set of deflection plates and a visualizing space. In 
the described model, a particle gun is responsible for generation 
of particles. The gun is an equivalent for a cathode in the tube.

Accelerating plates

Plates are very important elements in the process of data 
processing. The task of accelerating plates is to accelerate par-
ticles which have been released by the gun. The value of the 
initial velocity of a particle is determined by the value of a control 
signal led to this plate. This signal corresponds to the accelerating 
voltage in Braun’s cathode ray tube.

Fig. 1. A model of M-dimensional Braun’s machine with L-dimensional visualizing space  
a) physical construction of a machine, b) logical construction of a machine.

���������

(1)

(2)

(4)

(3)

(5)
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The Braun machine as a classifier based on elementary physical phenomena…

Deflection plates

A set of deflection plates is the main processing element of the 
model being described here. The number of deflection plates 
corresponds to the number of inputs the machine has been 
equipped with. The size of the input signal led to the input of 
the machine corresponds to the value of deflecting voltage in 
a physical equivalent of the machine. The task of deflection plates 
is to change of the trajectory of a particle. The scope of changes 
in the trajectory of particles depends on the value of deflecting 
voltage led to deflection plates (5) which in the model we are 
describing corresponds to the values of input data.

Data processing mechanism

In the model being described in this paper data processing con-
sists in subsequent modifications of the trajectory of a particle 
as a result of electric fields which influence the particle. The 
operation of deflection plates is the source of this influence. 
The value of electric field intensity is proportional to the value of 
input data. The higher values of data led to deflection plates we 
observe, the higher deflection it is. The result of data processing 
by a machine will be the value of final location of a particle in the 
space where it moves.

Considering the equations (5) it can be stated that the higher 
velocity of the particle, the smaller influence of electric field of 
deflection plates we can observe. Therefore, the influence of the 
values of input data on the processing operation and modifica-
tion of the trajectory of a practice will be smaller. Increasing the 
velocity of a particle, we have an influence on generalisation of 
input data.

Visualizing surface

The last element of the presented Braun’s machine model is 
the object which is responsible for visualization of the final 
location of a particle. This object is called a machine’s visual-
izing surface. The functions of this clement are the same as 
the functions of a screen in Braun’s cathode ray tube. It can 
be said that the screen of Braun’s tube provides projecting 
operations of the location of a particle in the three-dimensional 
space on the plane.

A model of N-dimensional and M-input 
braun’s machine

After presenting a general idea of functioning of Braun’s machine 
we will draw our attention to creation of a generalized model. 
Generalization of this model refers to a number of important 
aspects. The first aspect refers to the relation between the num-
ber of machine inputs and the number of deflection plates. It 
is a very important notion in case if N-dimensional data are to 
be processed by a machine. The second aspect is connected 
with the size of the internal machine space in which particles 
are moving. The size of this space decides on the classification 
qualities of a machine.

Construction of a function of machine 
activation

The description of machine operation presented in the previous 
paragraph implies that the process of data processing consists 
in repeated performing of three types of operations on a par-
ticle, namely, an operation of acceleration of deflection and 
visualisation.

X = (x1 × x2 × …xM)

V = (v1 × v2 × …vM)

Each of the operation mentioned here has an effect on the 
final location of a particle. In such a case a function of machine 
activation will be a creation of accelerating function, deflecting 
function and visualising function. Assuming that the accelerated 
particles move in M-dimensional space, then location vector X 
and velocity V of a given particle can be described using the 
equations (6, 7).

Accelerating function

In order to make the processing take place in a machine, a particle 
should be accelerated to a particular velocity. As it results from 
the aforementioned description, the value of this velocity decides 
on the course of the data processing operation performed by 
machine. The particle acceleration operation is described by 
means of accelerating function. Definitions of the accelerating 
function fa were depicted using the two equations (8) and (9). 
The adopted notation of Vi indicates that the argument of a given 
function the i-th component of velocity vector V.

faj : (V i
t, ua) → V i

t+1

fa (V i
t, ua) := � (V i

t)
2 + Kaua

The function (8, 9) provides changes of i-th coordinate of 
velocity vector V. As it results from the presented equation (9), 
velocity that will be gained by a particle because of its accelera-
tion depends on two factors. First of all, it depends on velocity 
possessed by a particle before entering the area where the grid 
influences it. Secondly, it depends on the value of accelerating 
voltage. In the model we are describing, a numerical value is 
a counterpart of the value of accelerating voltage. In the equa-
tion (9) in comparison to the equation (3) there are no values 
of electric charge of a particle and mass. The reason for that is 
the fact that these quantities in the presented model have been 
adopted as constant values and are represented by means of 
a constant Kd .

Deflecting function

Another operation that is performed on a particle during the 
process of data processing is an operation which modifies the 
trajectory of a particle motion depending on the value of input 
data. In a machine, deflation plates carry out this operation. 
A number of modifications of the trajectory of a particle motion 

(6)
(7)

(8)

(9)
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corresponds to the number of deflation plates the machine is 
equipped with, but the number of plates depends on the dimen-
sion of input data and corresponds to the number of machine 
inputs. The equations (10, 11) define a function which performs 
the operation of deflection. A deflecting function fd possesses 
two arguments.

fdj : (Vt, ud) → V i
t+1

fdj (Vt, ud) : =       
  Kdudj

          � v2
1 + v2

2 + …v2
M

The first argument is a velocity vector of a particle V which it 
has upon the moment of input in the area of influence of a given 
deflection plate. The second argument is the value of deflecting 
voltage ud which corresponds to i-th element of the input vector. 
The operation of deflection described by fd function modifies the 
value of velocity vector V. During this operation, only this com-
ponent of V vector is modified which belongs to the same plane 
as given deflection plates. Velocity for the selected coordinate 
of V vector is calculated as a quotient of deflecting voltage and 
total velocity of a particle. Similarly to the situation connected with 
a function which accelerates parameters which are constant, i.e. 
the size of electric charge of a particle, a mass of a particle and 
the width of deflection plates in formula (11) were not directly 
taken into account. The value of these parameters is represented 
by a Kd constant.

Visualization function

The last type of operation that is operated by a machine on a 
particle is the operation of particle visualization. Similarly to 
two previously discussed operations, this operation will also 
be described by means of a function. The operation of particle 
visualization is realized by means of L-dimensional visualizing 
surface. This surface is the counterpart of a screen covered with 
luminophore in Braun’s cathode ray tube and, similarly to the 
screen, it is responsible for recording final deflections of a particle 
against the initial trajectory.

                                          L⊆ {1,…M}
fv : (V,(k1 × k2 × …kM) → (xk1

 × xk2
 × …xkM

)

The formula (12) describes the operation realized by visualiz-
ing surface of a machine. Visualization function fv, playing the role 
of a screen, maps a set of values of M-dimensional velocity vector 
V of a particle on its final location X in a selected L-dimensional 
subspace which is the counterpart of L-dimensional screen.

Activation function

The activity of a machine consists in repeated performance of 
elementary operations on a particle in motion. Activation func-
tion describes the relation between input data and output data. 
For a Braun’s machine we are describing in this paper, activa-
tion function is a combination of functions which correspond to 
elementary operations.

Let us use an example. Let us assume that we want to 
construct an activation function for a machine that is equipped 
with one accelerating grid, two deflection plates and with visual-
izing surface which is a plane. Apart from that, let us assume 
that the internal space of a machine, where a particle moves, is 
a three-dimensional space. 

The aforementioned case, machine activation function is 
a compound of four functions, namely, an acceleration function, 
two deflecting functions and a visualization function. Because we 
assumed that the internal machine space is a three-dimensional 
space, machine deflection plates were located on two different 
planes. It should be, however, emphasized that the described 
machine model does not impose any established order connected 
with the location of plates in the internal machine space. 

In a general case when a machine processes N-dimensional 
data, its activation function will be a compound of an accelerat-
ing function, N deflecting functions and a accelerating function. 
A machine space can have any size. The size of internal machine 
space has a decisive influence on separability of data processed. 
The increase of the size of internal machine space improves the 
quality of separation between classified data.

Algorithm for computing activation function

This algorithm computes the location of a particle in a visualizing 
surface. The location results from the influence of “electric fields” 
generated by input data of a machine on the particle.

1

Set the input parameters of the algorithm
M – dimension of internal machine space; L – dimension of 
visualizing surface
V=(v1,v2,...vM)-particle velocity vector; 
XEnd=(x1,x2,...xL) – location of a particle in a visualizing surface 
QueueOfPlates – set of deflection and accelerating plates of a 
machine 
Input – a set of input data ; i¬0;

2 Foreach plateÎ QueueOfPlates do
3 If plate – is an accelerating grid then 
4 ua¬Ua[plate]; // collect the value of accelerating voltage for plate

5 axis¬SpaceOfMachine[net];// collect the axis along which the 
plate operates 

6 V¬fa(V, axis , ua); // Perform the operation of particle 
acceleration 

7 ElseIf plate – is a deflection plate then
8 i¬ i+1; // subsequent number of machine input
9 ud¬Input[i];// take the value of data for a given i-th input.

10 axis¬SpaceOfMachine[plate];// take the axis along which the 
plate operates

11 V¬fd(V, axis , ud); // Perform the deflection operation 
12 End if; End foreach

13 Xend¬fv(V, (i1, i2, ... iL));// Perform the visualization operation 
where i1, i2, ... iL Î{1,..M}

Tab. 1. Algorithm for computing Braun’s machine activation 
function.

In Fig. 2 we presented algorithm for computing the value of 
activation function. The operation of the algorithm consists in 
performing elementary operations on a particle that is moving in 

(10)

(11)

(12)
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The Braun machine as a classifier based on elementary physical phenomena…

the machine space. In order to do this, we check the set of plates 
a machine is equipped with. This set is organized in a form of a 
queue because it is important to remember that subsequent plates 
are collected in a specific order that corresponds to a physical 
location of accelerating and deflection plates inside the machine. 
After collecting a given plate from the queue of plates, the type 
of plate is checked. Depending on the type of the selected plate, 
specific operations for this type are performed. If the plate is 
an accelerating plate, we collect a value from a given machine 
input. This value is a counterpart of a deflecting voltage and is 
an argument of the deflecting function. In the next steps other at-
tributes of a given plate are collected and the deflecting function is 
computed. When we perform all operations that were determined 
by the content of the QueueOfPlates, we perform visualization 
operation. This type of operation consists in mapping a velocity 
vector of a particle on its final location on the machine’s visualizing 
surface. As it results from the presented algorithm, this surface 
is a subspace of the machine’s internal space.

Braun’s machine training algorithm

Machine training is a one-phase process. This process consists 
in computation of machine activation function for each vector 
of input data and in recording the location of a particle in the 
visualizing surface corresponding to this vector. In Fig. 3 we 
have presented Braun’s machine training algorithm. This algo-
rithm by the analogy to the phenomenon of luminophore burn-
ing in the cathode ray tube has been called a “burned surface”  
algorithm. 

The training set is an input parameter of this algorithm. The 
set consists of vectors of input data together with a class number 
assigned to each vector. As it was already mentioned, a func-
tion of machine activation is computed for each data vector. 
The results of the computation of the activation function are 
the coordinates of a particle on the visualizing surface. A class 
number is assigned to each location of a particle on a surface 
and its environment where a given input vector belongs.

1

Set the parameters of training process
− TrainSet=ÈíInput x  Classý- train set 
− BurnedSurface- visualizing surface with the recorded 

location of particles 
2 For i=1 to length(TrainSet) do

3  (yk….yl)¬ fNB(QueueOfPlates, M, L, TrainSeti®Input);// Compute 
activation function 

4 BurnedSurface¬ BurnedSurfaceÈ{(yk….yl) ® Class };// Allocate 
class number to the location 

5 End for

Tab. 2. Braun’s cathode machine training algorithm.

The algorithm enables generalization of input data in the 
process of training by means of decrease of influence of deflec-
tion plates of a machine as a result of increase of “accelerating 
voltage”.

Response computing algorithm

The algorithm for computing responses was presented in Fig. 
4. The following elements belong to its parameters: a set of 
machine’s plates that describes its physical structure and burned 
surface with class numbers belonging to given points on this 
surface. This algorithm computes activation function for a given 
data vector. This function returns the coordinates of a particle 
and its environment on the basis of the physical structure of 
a machine and the value of input vector.

1
(yk….yl)¬ fNB(QueueOfPlates, M, L, Input);// Compute activation 
function //(yk….yl) includes coordinates for an input vector on 
burned surface

2 If  BurnedSurface(yk….yl)¹ NULL  then 

3 Ans¬BurnedSurface(yk….y);// return the class numbers 
belonging to the point and environment l

4 Else // failed attempt to classify input vector 
5 Ans¬ NULL; // point (yk….yl) does not belong to any class  
6 End if

Tab. 3. Algorithm for computing the response of Braun’s 
cathode machine.

In the next step the algorithm maps the set of points on 
the class number which was assigned to this coordinates in 
the process of training. If the aforementioned mapping is not 
possible, algorithm signalizes a failed attempt of classification 
of input vector.

Testing Braun’s cathode machine

In this paragraph we will present the results of the tests conducted 
on Braun’s machine. These tests aimed at comparison of the 
presented machine model with well-known algorithms that are 
use with several basic notions connected with the classification 
of multidimensional data. The test task was divided into two 
categories. The first category is a classification where Braun’s 
machine and selected comparative algorithm are trained to which 
class a given input vector should be classified during the process 
of training. During the training phase, algorithms classify data 
that belong to a testing set and undergo distortion process. All 
tests were conducted in MATLAB computational environment.

Classification 

The first collection the Thyroid Disease is associated with medi-
cine and the diagnosis of disease associated with thyroid. The 
other two data sets – the Landsat Satellite data and the Letter, 
they are related to image recognition. These data sets were 
taken from generally accessible data repository UCI Machine 
Learning Repository [1]. Detailed information about these data 
sets have been included [1, 3, 9]. Statistics relate to the selected 
data sets is shown in Table 1.
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Tab. 4. Statistics of the test datasets [1, 9].

Data Set Dimen-
sionality

Number of 
classes

No of train 
samples

No of test 
samples

Thyroid 21 3 3772 3428
Landsat Satellite 36 6 4435 2000
Letters 16 26 15000 5000

Table 2 presents the results of the classification of these data 
sets using the Braun’s machine and other algorithms. The results 
of other algorithms are derived from the work of [3, 9].

The table shows that, the effectiveness of the Braun’s ma-
chine can be compared to the best algorithms presented in the 
table. The relatively bad results, the Braun’s machine obtained 
for the Thyroid data set. In this case, it should be noted that the 
number of correct classification obtained using the machine, it 
is worse by only two percent of the best result. In contrast, the 
classification of other data sets, Braun’s machine, was extremely 
effective in comparison with other algorithms. For the Letter data 
set, the machine has achieved the best result. In this case, the 
difference between the result obtained by the machine, and the 
third result, is more than two percent

The results in Table 2 show that the effectiveness of the 
machine is dependent on dimensional burned surface, value of 
accelerating voltage Ua and deflecting voltage Ud . In the case 
of the data set the letter, an increase of dimensional burned 
surface, has increased the efficiency of the machine by ten 
percent. The reason for such a phenomenon is the fact that the 
dimension of the burned surface increases separation between 
individual data classes.

Tab. 5. The percentage of correct classifications for the data 
sets. BM–Braun’s machine with L–dimensional burned surface.
(Ua/Ud – means a quotient of the value of accelerating voltage 
Ua  and deflecting voltage Ud ).

Thyroid Disease  
Data Set

Landsat Satellite  
Data set

Letter Recognition  
Data Set 

Algorithm
%Test 

CART tree

99.36

SSV tree
99.33

MLP+SCG, 4 neurons
99.24

SVM Minkovsky 
kernel
99.18

MLP+SCG, 4 
neurons, 45 SV
98.92

FSM 10 rules
98.90

MLP+SCG, 12 
neurons
98.83

Cascade correlation
98.5

MLP+backprop
98.5

SVM Gaussian kernel
98.4

k-NN, k=1, 8 features
97.3

BM L=19, Ua/ Ud =16
96.93

Naive Bayes
96.1

SVM Gauss, C=1 s=0.1
94.7

BP+conj. gradient
93.8

1-NN Manhattan, 
93.8

SVM lin, C=1
93.3

Algorithm 
%Test 

MLP, 36 nodes, 
+SVNT
91.3

MLP, 36 nodes, 
91.0

kNN, k=3, Manhattan
90.9

BM L=33, Ua/Ud =9

90.7

FSMneurofuzzy, 
learn0.95
89.7

kNN, k=1, Euclidean
89.4

SVM Gaussian kernel 

88.4

RBF, Statlog result
87.9

BM L=31, Ua/ Ud =10
87.8

MLP, Statlog result
86.1

Bayesian Tree
85.3

C4.5 tree
85.0

SSV tree
84.3

Cascade 
83.7

LDA Discrim
82.9

Kohonen
82.1

Bayes
71.3

Algorithm 
%Test 

BM L=14, Ua/Ud=1

96.06

BM L=10, Ua/Ud=10
95.18

ALLOC80
93.60

K-NN

93.20

LVQ

92.10

Quadisc
88.70

CN2

88.50

Bayesian Tree
87.60

NewId
87.20

IndCART
87.00

C4.5
86.80

BM L=8, Ua/ Ud =10
86.56

DIPOL92
82.40

RBF
76.60

Logdisc
76.60

Kohonen
74.80

Backprop
67.30

^ BAMS kolor.indb   44 2011-10-11   13:01:33



45

C
om

pu
ta

ti
on

al
  

In
te

lli
ge

nc
e

The Braun machine as a classifier based on elementary physical phenomena…

Summary

In this article we have presented a model used for a classifica-
tion of multidimensional data in a broader sense, called Braun’s 
machine. The model is the result of research conducted by 
the author on the use of physical phenomena in the classification 
of data. Functioning of this machine has been based on principles 
which govern the particles in motion in electric field. The internal 
structure of the machine presented ion this paper has been 
based on the architecture of a cathode-ray tube – Braun’s tube. 
In subsequent chapters based on the architecture of Braun’s 
tube a general model has been presented whose generalization 
refers to any dimension of data and any dimension of visualising 
space. In this paper we have presented the functioning principle 
of the generalized machine model and discussed thoroughly 
the functions of individual machine elements in the process of 
data processing performed by machine. For a machine model 
described this way a Braun’s machine training algorithm has been 
proposed as well as response computing algorithms. 

In the final chapter we have presented the results of the ma-
chine tests for the notions connected with the classification and 
self-organization of multidimensional data. The results we have 
turned out to be very interesting, particularly when it terms of the 
notions connected with self-organization. During this type of tests 
it appeared that the responses generated by Braun’s machine 
were equally good as comparative algorithms, or even in some 
case their quality was better. On the basis of the conducted re-
search it can be said that the machine model is a very interesting 
computational model due to its limited computational complexity. 
The time of training of this machine was at least several dozen 
times shorter than it occurred with other algorithms with the same 
or lower level of errors in testing phase.
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Abstract: Breast cancer is one of the most often diagnosed cancers among middle-aged women. It is a well known fact that 
the early diagnosis is crucial and allows for the successful treatment while cancers diagnosed in their late stage are almost 
impossible to treat. For precise and objective diagnosis there is a need for a computerized method for malignancy grading, 
which is an integral part of a diagnosis process. In this work we present a classification system for grading cancer malignancy 
based on the Bloom – Richardson grading scheme. This is a well known grading scheme among the pathologist used during 
the diagnosis process. To achieve such a classification we extracted 16 features that were then used to classify the malignancy 
into two classes. Each class represents the malignancy of the cancer according to Bloom – Richardson grading scheme. Ac-
cording to that scheme two types of features are considered, where each type is extracted from images recorded at two different 
magnifications. Three structural features were calculated from low magnification images and thirteen polymorphic features were 
derived from high magnification images. To classify the malignancy grades, the multilayer perceptron was used. The described 
system was able to classify the malignancy with the error rate of 13.5%. In this paper we also present first clinical trials that allow 
for the verification of the obtained classification rate. The clinical trial showed that the depicted system has a high performance 
achieving an accuracy of 93.08% .
Keywords: Bloom – Richardson, malignancy grading, malignancy classification, cancer classification

Introduction

Breast cancer is the most often diagnosed cancer among middle-
aged women. According to the World Health Organization there 
are 7.6 million deaths worldwide due to the cancer each year 
out of which 502,000 are caused by breast cancer alone. With 
such a high rate, breast cancer also is one of the most deadly 
cancers. Successful treatment is a key to reduce the high death 
rate. Most of the diagnosed cases can be fully recovered when 
diagnosed at an early stage. Cancers in their early stages are 
vulnerable to treatment while cancers in their most advanced 
stages are usually almost impossible to treat.

During the diagnosis process, the cancer is assigned a malig-
nancy grade that is used to determine the appropriate treatment. 
Malignancy grading allows doctors to precisely estimate cancer 
behavior with or without undertaking treatment and therefore is 
called a prognostic factor. It plays an important role in breast 
cancer diagnosis and the appropriate treatment is chosen ac-
cordingly to this factor. This is a complicated process that involves 

assessing numerous nuclear features that allow for malignancy 
estimation. Cancer malignancy is graded based on a numeric 
scale that was introduced by Bloom and Richardson in 1957 
[1]. The grading scheme proposed by the authors was derived 
to assess malignancy from histological slides and is now widely 
used among pathologists to grade not only histological but also 
cytological tissue.

The grading system originally proposed by Bloom and Rich-
ardson [1], later modified by Scarff and known as modified Scarff-
Bloom-Richardson system, for grading breast cancer malignancy 
is one of the best known prognostic factors for this type of cancer 
[2]. These systems are based on grading of cells’ polymorphy, 
ability to reform histoformative structures, and mitotic index. All of 
these features are described by the Bloom-Richardson scheme 
as three factors that use a point based scale for assessing each 
feature according to the following description:
1. Degree of structural differentiation (SD) – In histopatho-
logical slides this is also described as tubule formation, which 
reflects cell tendency to form tubules. Since in cytological smears 
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tubules are not preserved, the scoring given below for this factor 
is based on the classification of cell groupings within a smear, 
see Fig. 1a for example. On the right image in the Fig. 1a only 
one group is visible, which indicates lower malignancy than the 
case in the left image where dispersed cells are visible.
 – One point cells in the image are grouped and spread regu-

larly.

 – Possibly instead of “grouped” it would be better to write 
“distributed”. This is due to the fact, that cells “grouped 
regularly” can be recognized as “separated”, as well.

 – Two points – both grouped and single cells found within 
the image.

 – Three points – cells are spread irregularly.

a)                                          b)

Fig. 1. FNA smears. a) Structural differentiation. b) Pleomorphism.

2. Pleomorphism (P) – This factor takes into consideration dif-
ferences in size, shape and staining of the nuclei. This scoring 
is fairly straightforward because with the growth of irregularity 
of the nuclei the prognosis becomes worse. Fig. 1b shows an 
example of these variations. Arrows in the image indicate cells 
with visible variations in shape and color.
 – One point – nuclei with uniform size, shape and staining.
 – Two points – moderate variations are found.
 – Three points – very significant variations (see Fig. 1b).

3. Frequency of hyperchromatic and mitotic figures (HMF) 
– Mitosis is a process in the cell life cycle in which a mother cell 
divides into two identical cells. Main objective of this factor is to 
assess the number of mitosis in the field of view. Several fields 
of view on the same slide are taken into account because this 
step is done in a large magnification. The more cases of mitosis 
found, the worse the prognosis is. During the staining process, 
mitotic cells stain the most intensively providing the darkest 
areas in the nucleus.
 – One point – occasional figures per field are found.
 – Two points – smears with two or three figures in most fields.
 – Three points – more than three figures per fields are found

According to the BR scheme, the malignancy of the tu-
mor is assigned a grade that depends on the quantitative val-
ues of the above factors and is determined by the following  
equation:

G = SD + P + HMF.

The final grade is obtained by the summation of all the 
awarded points for each factor described earlier. Depending 
on the value of G, the tumor is assigned one of three grades 
according to the chart shown in Fig. 2.

Fig. 2. Grade determination for the Bloom – Richardson 
scheme, taken from [2].

Based on the evaluation of the malignancy of the tumor an 
appropriate treatment is suggested.

Assigning a malignancy to a case is a very difficult task 
and is dependent on the experience of the pathologist. More 
experienced pathologists that have seen more cases are more 
reliable in their diagnosis. On the other hand, due to overwork 
and fatigue, seeing more similar cases may lead to misclassi-
fication of the malignancy. To address this problem we present 
an automated grading approach that is able to evaluate and 
assign a grade to Fine Needle aspiration biopsy (FNA) tissue. 
To achieve this we convert the Bloom – Richardson [1] grading 
scheme into a classification problem.

In the literature one can find approaches for breast cancer 
classification [3-9]. Most of these approaches involve classifica-
tion of breast cancer as benign or malignant. In this work a system 
for classification of cancer malignancy is described. The proposed 
system implements the idea of multilayer perceptron to achieve 
the classification of malignancy into intermediate and high ma-
lignancy classes. To properly classify the malignancy a set of 
16 features is extracted as described in section 2. In section 2.3 
the reader can find a description of the classification procedure. 
The results obtained with the perceptron are then compared 
with those obtained by a pathologist as described in section 3.

(1)
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Feature extraction and classification

Feature extraction is an important part of each classification task. 
Poor definition of features can lead to a high error rate of a classi-
fication system. Each classification system takes a feature vector 
as an input and responds with a category to which the object 
belongs. A feature vector is a set of features extracted from the 
input data. Before we can extract features used for classifica-
tion our input data needs to be preprocessed and segmented. 
Preprocessing is a task of removing not important information 
from the data. Segmentation is an operation during which we 
isolate the boundaries of the important parts of the data that are 
then used for feature extraction and classification. In this study 
we make use of automatic thresholding as proposed by Riddler 

and Calvard [10] and fuzzy C–means (FCM) segmentation [11] 
to retrieve the nuclear information from fine needle aspiration 
biopsy (FNA) slides. 

During the cytological examination two kinds of images are 
taken. The first type are the images that are recorded at 100x 
magnification. The second set of images is recorded at 400x 
magnification. All of the images used in this study had a resolution 
of 96 dots per inch (dpi) and a size of 764x572 pixels.

Due to the fact that different structures are visible at different 
magnification, The choice of the segmentation technique depends 
on the magnification of the image. For images recorded with low 
magnification the automated thresholding method shall be used 
(see Fig. 3a), while for the high magnification images the FCM 
segmentation will be applied (see Fig. 3b).

Fig. 3. Segmentation results. a) FNA slide at low magnification. b) Segmented image. 
 c) FNA slide at high magnification. d) Segmented image. 

Based on the segmentation we are able to extract a set of 
16 features that allow for training and testing the perceptron. For 
breast cancer malignancy classification two kinds of images are 
used. One subset consist of images recorded in low magnifica-
tion, which allows for extracting structural features, the second 
subset of images is built from high magnification images which 
are used for polymorphic feature extraction.

Structural Features

Structural features are extracted from images recorded with 
100x magnification. The information collected from these im-
ages allows us to extract three features based on cells ability 

to form groups or to be loosely spread around the image. Here, 
we segment those areas of the image where cells grouping are 
visible. For this purpose we make use of an iterative clustering 
approach for automatic image thresholding. This method was 
proposed by Riddler and Calvard [4]. In principle, their method 
seeks a threshold T, represented by a curve, within an image, that 
is restricted to have a bimodal histogram and the final threshold 
level is calculated according to the following equation:

T =
 μ1 

2
+ μ2

 

where μ1 and μ2 are the means of the components separated 
by T.

a) b)

c) d)

(2)

^ BAMS kolor.indb   49 2011-10-11   13:01:33



N
eural N

etw
ork

50 Grading Breast Cancer Malignancy with Neural Networks 

Fig. 4. Comparison of RGB channels. a) Red channel. b) Green channel. c) Blue channel. 

due to the fact that shape and staining information of nuclei is 
needed. To be able to extract shape–based features we make 
use of the automated segmentation procedure that involves the 
fuzzy approach of Klir and Yuan [11] that can be used to partition 
the image information to extract nuclei called the fuzzy c–means 
segmentation. In general, a set of data X = {x1, x2, …, xn} is 
supposed to be divided into c clusters with assumption that P = 
{A1,A2, …,Ac} is known pseudo–partition and Ai is a vector of all 
memberships of xk to cluster i. Now, using equation 3 the centers 
of the c clusters can be calculated [12].
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where m > 1 is a weight that controls the fuzzy membership. 
The memberships are defined by equation 4 if ||xk − vi||2 >0 
for all i ϵ {1, 2, …, c} and if ||xk − vi||2 =0 for some I ϵ I ⊆ 
{1, 2, …, c} the memberships are defined as a nonnegative 
real number satisfying equation 5 for i ϵ I.
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The clustering algorithm seeks for a P that minimizes the 
performance index Jm(P) which is defined by equation 6 and 
the optimization solution to this problem can be found in [13].

∑∑
= =

−=
n

k

c

i
ik

m
kim vxxAPJ

1 1

2 .||||)]([)(

The presented segmentation technique can be applied to a 
color image without additional preprocessing techniques. Based 
on the segmentation results obtained with the described method 
13 polymorphic features were extracted: 
 – Area (A) – calculated as the sum of all pixels of the nucleus 

(Ni) [14], 
 – Perimeter (p) – the length of the nuclear envelope. Cal-

culated as a length of the polygonal approximation of 
the boundary [14].

 – Convexity (C) – calculated as the ratio of nucleus area and 
its convex hull [14], see Eq. 7

.
))(( i

i
i NCHArea

AC =

Due to the staining process of FNA images, the red channel 
provides best information about nuclear structures out of the three 
RGB channels (see Fig. 4). During the staining process, nuclei 
stain with shades purple and when red channel is extracted all 
the nuclear features are preserved while the background informa-
tion is lost. This observation allows us to extract and threshold the 
image red channel and then to use it for further feature extraction.

For the purpose of this study we calculated three structural 
features. These features are defined, based on the number of 
groups and their area. Single cells, that are present in the images 
of high malignancy, are also represented as a group that consists 
of only one cell. Final decision is based on the relation between 
the features. If we take into consideration the description of Bloom 
and Richardson [1] of the dispersion measure and the nature 
of the images taken during the FNA examination (see Fig. 1) 
we can see that groups with larger area are less malignant that 
those with smaller areas. Analogically, we can say that images

with larger number of groups are more malignant that those 
that contain only one or few groups. Taking that into consider-
ation we propose the following three features as a measure of 
cancer malignancy:
 – Average area (As) – is calculated as the average number 

of nuclei pixels. This feature represents the tendency of 
cells to form groups. If As is large then there is one or few 
large groups in the image.

 – Number of groups (NG) – To measure this feature we 
calculate the number of groups in the image that weren’t 
removed during segmentation process. Here, if NG is large 
then there are numerous groups in the image, which sug-
gests high malignancy case.

 – Dispersion (D) – We define the dispersion as a variation 
of cluster areas

 – (Ai) which is determined by the following equation:

∑
=

−
−

=
n

i
Si AA

n
D

1

2 ,)(
1

1

 – where n is a number of cell clusters in the image and As is 
a mean area of clusters.

 – Large values of this feature represent less disperse cells 
and therefore lower malignancy of the caner.

Polymorphic Features

To extract polymorphic features, high magnification images of 
breast cancer FNA slides were used. These features need more 
sophisticated segmentation method than structural features 

a)                                                 b)                                                   c)                                                 d)
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 – Orientation (Or) – provides us with the information about 
the orientation of the nuclei. It is considered as an axis 
of least inertia. When the coordinate system is placed at 

),( ii yx  then the orientation Ori can be defined as

)2tan( iiOr θ=

 – Vertical projection (vi) – this feature is calculated as a sum 
of all pixels along columns of the nucleus image [14]. sum-
mation of all the columns determines the vertical projection.

 – x – centroid – finds a center point of a nucleus along each 
row. When combined with the y – centroid, it is often called 
a center mass of the object.

 – φ3 – this is feature calculated based on the image mo-
ments and is also called a momentum feature. Moments 
are generally used for the extraction of features that are 
rotation, scaling and translation (RST) invariant. Based on 
the normalized central moments, ηij , this feature can be 
calculated as:

.)3()3( 2
0321

2
12303 ηηηηϕ −+−=

 – Histogram mean, histogram energy – these two features 
are calculated based on the histogram of the image, which 
provides statistical information about the gray levels distri-
bution within an analyzed image [14]. 

 – Textural homogeneity – is a statistical feature that is 
calculated from the textural information of the image. The 
determination of the feature depends on the gray level co-
occurrence matrix that poses the statistical information 
about the texture of the image [14].

 – Red histogram mean, red histogram skew, red histo-
gram width – this set of features is calculated from the im-
age histogram. The histogram was calculated for the image 
red channel that provided the most valuable information 
about the nuclear structures [14].

Classification

Based on the features described in sections 2.1 and 2.3 a neural 
network was used for classification. The idea of neural networks 
is based on the real interactions of human nerve system. The 
basic element of the neural network is the neuron, or sometimes 
also called a perceptron. It is a mathematical model of a biological 
neuron [15]. Combining a few neurons together in such a way 
that the neurons can interact with one another make a neural 
network that is able to process input data and provide us with 
a certain decision.

Each neuron accepts an input signal of the form X = [x1, x2, 
…, xn] and each of the sub-signals are assigned a weight. F(si) is 
called an activation function of the neuron and depending on the 
type of the neuron activates its output. For a perceptron, which is 
the simplest neuron model, the activation function is of the form:
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where si is an output signal calculated from equation 11,
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Another type of neuron is called a sigmoidal and it is char-
acterized by an activation function of the form:

xe
xf b+

=
1

1)(

Before we can use our neural network it is necessary to 
train it such that it will be able to recognize patterns. Training of 
a neural network is based on adjustments of weights depending 
on the output value. Multilayer perceptrons (MLP) are simple 
and one of the most widely used neural networks trained with 
a backpropagation method in a supervised manner [14]. These 
networks are powerful and are able to approximate arbitrary 
functions [16]. The backpropagation learning allows for error 
propagation through the network and adaptation of the weights 
of the hidden neurons. This error correction training assumes 
that the desired network response is known a priori, which is 
usually the case in pattern recognition.

In this study we trained the MLP with the feature vector built 
from the described features. This 16–element feature vector 
was presented at the input layer of the network and fed through 
one hidden layer to a 2-element output layer. For the training 
purposes 54 cancerous cases were used.

Results

This section shows the obtained results of breast cancer malig-
nancy classification. In this study we have tested the MLP with 
cross validation method that is a statistical method of partitioning 
of the data into subsets for further analysis. In principal, one 
subset is used for testing while the remaining subsets are used 
for training the classifiers. In general, this is called a K–fold 
cross–validation. The idea behind K–fold cross–validation is that 
the data is partitioned into K subsets from which one is retained 
for testing and the remaining K–1 subsets are used for training. 
This process is repeated K times and each time a different fold 
is used for testing. For the purpose of this study a K=10 was 
used and the results of the validation are summarized in Table 1. 

Test 1 17.01% Test 6 5.84%
Test 2 41.65% Test 7 2.44%
Test 3 4.78% Test 8 3.33%
Test 4 13.11% Test 9 20.37%
Test 5 6.32% Test 10 19.48%

Average 13.48%

Tab. 1. Error rates obtained with Cross-Validation.

Cross-Validation shows how well the data can be classified 
depending on a set that has been used for training. As we can see 
from the Table 1, the overall classification error is 13.48%. Among 
the ten training sets one can notice that the best classification 
was achieved for Test nr 7, which consist of the most distinctive 
feature values for both intermediate and high malignancy classes.
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Additionally, the depicted system has been successfully 
introduced in the Pathological laboratory at the Medical Univer-
sity of Wrocław to assist doctors in their diagnosis. First results 
obtained from the clinical test show that the proposed system 
can classify the malignancy with a high accuracy. Table 2, shows 
the classification results obtained by the multilayer perceptron 
on the real data.

Predicted
G2 G3

Actual
G2 148 11
G3 24 11

Tab. 2. Confusion matrix.

From the Table it can be noticed that most of the inter-
mediate cases (G2) were correctly classified. The achieved 
overall classification accuracy for intermediate cases was 
93.08% while for high malignancy alone the accuracy was 
much lower. The average performance of the proposed system 
was 81.96%. 

Conclusions

In this study a breast cancer malignancy classification system 
was described. The depicted system is able to classify malig-
nancy into one of the two malignancy grades: intermediate and 
high malignancy. The low malignancy cases are very rare and 
therefore were not used in this study. From the results shown 
in section 3, it can be noticed that the multilayer perceptron is 
a good choice for the classification of breast cancer malignancy, 
what is also supported by the test performed during the clinical 
trials on a real data. 

From the Table 1 we can see that the average error of the 
MLP achieved with cross-validation was recorded at a level of 
13.48% which is a relatively small error rate for this kind of im-
ages. Fine needle aspiration biopsy images are difficult to grade 
for a pathologist and therefore any tool supporting the diagnosis is 
helpful. To verify the clinical applicability of the proposed system 
it was tested by a pathologist on a real data. According to that 
verification, the performance of the system is promising. The 
achieved error was 18.04%, which is just 4.56% higher that the 
results obtained with cross-validation. One can draw a conclusion 
that the system performance is marginally lower on the data that 
was not used on for training. 

The obtained results show that the computer aided cancer 
malignancy grading can be used to help a pathologists during 
the cytological examination of the breast cancer. Looking at the 
nature of the images, the lower performance could be expected. 
From Table 2 one can see that there was 24 false positive clas-
sifications. Considering this fact we can conclude that either the 
G3 cases incorrectly classified where border cases, or the training 
set did not have a sufficient number of such cases. In the future 
research it would be necessary to include these difficult cases 
to the training set. 

Over all we can conclude that from the pathologist point of 
view, having a system that is able to assist them during the deci-
sion making process, is very useful and helpful especially in the 

situations where it is difficult to decide to which malignancy class 
the case should belong. Such a system would help to make their 
diagnosis more objective and precise.
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COMPARING APPlICATION OF THE wAVElET TRANSFORM  
AND THE ADAPTIVE wEIGHT SMOOTHING AlGORITHM  

FOR THE NOISE REDuCTION IN MAGNETIC RESONANCE IMAGING
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Abstract: The analysis of the Adaptive Weight Smoothing (AWS) and the Discrete Wavelet Transform (DWT) application in 
the MRI images improvement is presented. The results show how the AWS and the DWT algorithms can be used for the noise 
reduction in the MRI. The DWT application gives much better visual results without blurring. It is shown that for the DWT a big-
ger number of the input parameters (like the wavelet’s choice, number of the iteration, degree of the decomposition, kind of the 
smoothing thresholding etc.) is needed, what makes it more difficult to optimize the output image. The analysis of the Signal to 
Noise Ratio (SNR) and the Contrast to Noise Ratio (CNR) and edge quality detection for both methods is presented to show their 
effectiveness. We concluded that the AWS algorithm can be applied to improve MRI images mainly in the case of high noise and 
low Signal to Noise Ratio (SNR) whereas wavelet transform is effective in any case. The wavelet transform application provides 
additional possibilities like image compression and image fusion, which can be useful in the MRI.
Keywords: magnetic resonance imaging, noise reduction, edge detection, adaptive smoothing, Wavelet Transform

method application in the MRI reported encouraging results [4], 
therefore a further improvement is worth of interest.

In our analysis both methods were implemented in the MAT-
LAB environment. The main goal of this publication is to show, 
compare and rate the results of these methods in MRI, taking 
into account the chosen image quality criteria like: visual evalu-
ation, Signal to Noise Ratio (SNR) and the Contrast to Noise 
Ratio (CNR), degree of keeping the edges and typical structures, 
degree of smoothing the image. Research was performed using 
bitmaps, fantom images and diagnostic images. 

The Adaptive Weight Smoothing 
algorithm

Adaptive Weight Smoothing algorithm requires two input pa-
rameters: l which determines the power of image smoothing in 
each iteration step and hmax which defines the maximum pixel 
surrounding. This method is local; in the each iteration step for 
every pixel, intensities of surrounding pixels are modified by 
the sets of weights. This method is also propagational; in each 
next iteration step, h value is increased (wider surrounding) and 
the pixel surrounding range can be modified as well. The set of 
weights depends on the difference in the intensities of pixels in 

Introduction

Finding the best way of the Signal to Noise Ratio (SNR) improve-
ment in the Magnetic Resonance Imaging (MRI) is a key element 
of the image quality correction. Among the broad spectrum of 
methods, the numerical methods are very useful. 

Recently the Adaptive Weight Smoothing algorithm (AWS) 
was proposed by J. Polzehl and V. Spokoiny [1, 2]. It has been 
already tested for the radar images because of their very 
characteristic noising known as the speckle effect [3]. Although 
this method is dedicated to the images with the Gaussian 
data distribution it can be applied in case of the MRI images 
with the Rician data distribution which is signal–dependent; 
the image areas with low intensities can be represented by 
Rayleigh distribution and the image areas with high intensities 
can be represented by Gaussian distribution as well. Addition-
ally, Rician distribution can be approximated by the Gaussian 
distribution depending on the image SNR (generally for SNR 
greater than 15 dB). In addition it is worth to examine AWS 
application to improve MRI images, because it has not been 
done so far.

Other, alternative method is using the wavelet transformation, 
based on the decomposition of the image applying high– and 
low–pass frequency filtration. Earlier publications about this 
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previous steps of the iteration and it can be controlled by the 
parameter λ. Best results are for λ= 2 – 4. The number of the 
sets of weights is equal to the number of pixels in the image. 
For each pixel the number of the weights in each set is equal to 
the number of pixels in its surrounding.

Algorithm description

AWS algorithm has four basic steps:
1. Initialization

For each pixel a set of weights is calculated. The number of 
such sets is equal to the number of pixels in the image and the 
number of weights in one set is equal to the number of pixels in the 
surrounding. At this point the first set of weights is calculated. In 
the end (and also after every iteration) a new radius is calculated.
2. Weights adaptation

In each iteration (except the first one), for each pixel in the 
surrounding, there are calculated three parameters: weight (bas-
ing on results from the previous iteration), local transition (defined 
by the Euclidean distance between a pixel and a pixel in its 
surrounding) and the statistic transition (defined by λ parameter 
and an intensity estimator function for the previous iteration). 
3. Local estimation

In each iteration (except the first one) the intensity estimator 
is calculated. Radius of the surrounding increases.
4. Termination 

It takes place for h 
(k) >= hmax, where k is the number of the 

iteration. The maximum radius hmax affects the number of all 
iterations

Figure 1 ilustrates the pixel surrounding definition and the way 
of pixels numeration in the rows and in the columns. The first 
surrounding has a square shape and it consists of 8 pixels. 
In each next step the shape is preserved but the number of 
the pixels increases nonlinearly. 

Fig. 1. Pixel surrounding definition.

Although AWS algorithm is effective, it is important to mention 
about some challenges in its proper implementation. The basic 
problem is a high, nonlinear time–complexity. Because the sur-
rounding radius (the number of pixels belonging to this sur-
rounding ) increases nonlinearly, the calculation time increases 
in non linear way as well. It is also very important to find the best 
weight function because of its tremendous influence on the im-
age smoothing. It is necessary to mention about the case where 
the pixel intensity does not change in subsequent iterations. In 
such situation, according to the basic algorithm version weight 
functions are clearing the pixel intensity, turning it into black. That 
is why some changes in algorithm were necessary to implement. 
There is also an interesting possibility of defining new surrounding 
types. For the purposes of this publication the basic surrounding 
contains 8 pixels and it has a square shape. 

Merging the images

Merging the images is a very effective method of the image qual-
ity improvement. It is based on weighted fusion of three images 
according to the equation . 

g g g
g g g

α b γ

α b γ

α b γ
δ

+ +
=

+ +
where:

δ – output image
α –input image with the high noise level (full information about 
texture and edges)
β – image processed with the low l value (edges)
γ – image processed with the high l value (input image approxi-
mation, strong smoothing)
gα, gβ, gγ – weights of the individual images

The first image α is an input image without any noise re-
duction. The second image, named β, is the image after AWS 
filtration with the low λ value (the image is not much smoothed, 
the noise is only partly reduced, and the most important edges 
are kept). The last image γ is also the image after filtration, but 
with the high λ value (image is smoothed and partly blurred; 
noise is strongly reduced, only the sharpest edges are kept and 
visible). Weights coefficients allow modifying the contribution of 
the individual images in the final image.

The Wavelet Transform

Wave and wavelet definition

Fundmanetal difference between the Fourier Transform and the 
Wavelet Transform is the kernel of the transformation multiplied 
by the signal value. The Fourier Transform as the kernel of 
the transformation uses sine/cosine function whereas Wavelet 
Transform uses wavelets [6]. The main task for both methods is 
the approximation of any continuous function with the specified 
precision; in case of wavelets this approximation is expressed 
by so called wavelets coefficients. 
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Fourier Transform is used to frequency analysis of sta-
tionary (periodic) time series and to extract signal’s global 
characteristic. However changing reference system from 
time–value to frequency–value, event’s time information is 
being lost. That is why Fourier Transform is helpful in case 
of long lasting time series, when transient time location is 
irrelevant.

Wavelets are continuous oscillatory waveforms of different 
durations. Wavelets Transform is based on the signal decomposi-
tion by the wavelets created by scaling and shifting of the moth-
er wavelet. Wavelet Transform serves to the time–frequency 
analysis of nonstationary time series and to extract global and 
local signal’s characteristic. Changing reference system from 
time–value to time–scale (frequency) allows for the analysis of 
the frequency evolution in time domain. Although it is achievable 
to get exact information about the time of frequency changing, 
it is not possible to get information about specific frequency in 
signal, only about some frequency range. Wavelet Transform 
should be used in case of nonstationary signal, full of transients 
with specified frequencies for which time location is important. 
The diffrence between wave and wavelet function is showed 
in the Figure 2.

Fig. 2. Time course of the wave and the wavelet function.

Fundamentals of the wavelet Transform

In the wavelet analysis (called also the multiresolution analy-
sis) a set of two functions is needed: the wavelet function 
(responsible for high pass filtration and keeping the signal 
details) and assigned to it the scaling function (responsible 
for low pass filtration, signal smoothing and averaging). In 
each transformation only one wavelet function can be used. It 
is not possible to use several wavelets functions in the same  
time.

The wavelet function has also some limitations like zero 
average value: 

( ) 0t dtψ
+∞

−∞

=∫  

Wavelet function should be also orthogonal and normalized:

|| || 1ψ =  

It should also have a finite bandwidth (duration) and its values 
at infinity must tend to 0.

Continuous Wavelet Transform (CWT)

Wavelet Transformation for continuous signals is the integral 
transformation. Calculated coefficients are the scalar result of 
the signal and the wavelet function, which allows determining 
how precise used wavelet function reflects the signal.

1( , ) ( ) ( )t b
as a b s t dt

a
ψ ψ

+∞
−

−∞

= ∫

where:
sΨ(a,b) – wavelet coefficient depending on a and b parameter 

(the scalar result of the signal s(t) and the wavelet, which al-
lows to determine how well the wavelet approximate the signal,

a – a scale parameter (changes wavelet’s duration),
b – a shifting parameter (changes the wavelet’s location) ,
s(t) – time–depending signal,
Ψ(t) – a wavelet function.

As a result of changing a and b parameter value the wavelet 
family is created, which is used to decompose the signal s(t) on 
several detail’s levels. Within the family all the wavelets have 
the same shape, accuracy of the scale and shifting.

The Continuous Wavelet Transform algorithm has two basic 
steps:
1. Chosen wavelet function is compared with the beginning part 
of the analyzed signal. Calculated coefficient determines the simi-
larity between the wavelet and the current part of the signal. 
Then the next part of the signal is selected (increasing b) and 
compared with the wavelet. This process is repeated until the 
whole signal is analyzed.
2. Next wavelet is scaled (increasing a) and 1st step is repeated. 
The last action is taken when the duration of the wavelet is equal 
to the duration of the signal. To visualize the coefficients, the 
reference system time–scale (frequency) is used. The brightness 
of each point is proportional to the wavelet coefficient value.

Discrete Wavelet Transform (DWT)

The Continuous Wavelet Transform is very difficult to implement, 
especially for the discrete signals. For example it contains a lot 
of redundant information, particularly for the signal reconstruc-
tion. There are some methods of its acceleration; one of them 
is the Discrete Wavelet Transform (DWT). Signal is processed 
in the series of the cascade–connected filters. High–pass and 
low–pass filtration are used in the same time. Signal is decom-
posed into two subsignals representing low and high frequencies. 
Subsignal which contains low frequencies represents the input 
signal’s approximation (basic informations about its structure). 
Subsignal which contains high frequencies represents image 
details (like edges or microstructures). Only subsignal with high 
frequencies is sampled again for new approximation and detail 
subsignal of the higher level. In each sampling step detail coef-
ficients are expressed by the Wavelet Transform coefficients, 
and the approximation coefficients are expressed by scaling 
function coefficients.
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Multiresolution analysis

The signal is represented as a sum of the approximation subsignal 
and subsignal representing details what generate increased num-
ber of received samples. It allows removing every second sample 
from the signal (Kotielnikov Shannon theorem) and receiving two-
times decreased subsignals. This process, called subsampling, 
increases the scale by two times, but decreases resolution by 
two times as well. In the same time signal is passed through 
the high–pass filter, the received subsignal is after subsampling 
describes the input signal details. On each level, the previous 
level representation is again represented as a sum of the signal 
details and approximation. This action creates an array of the fol-

lowing coefficients called the wavelet coefficients. The number 
of these coefficients is equal to the number of the samples but 
their arrangement in the signal is specific – associated with the 
process of filtering and subsampling. Multiresolution analysis is 
based on a successive signal decomposition into the series of 
subsignals with a decreased resolution, on many levels. 

In Figure 3 a multiresolution analysis scheme is presented.
sl – approximation (low frequency signal representation),
dl – details ( high frequency signal representation), 
h[n] – high- pass filter,
g[n] – low- pass filter
↓2 – subsampling.

Fig. 3. Multiresolution analysis scheme. The input signal is divided into two subsignals sl and dl ,  
each contains double–less samples, what allows a lossless signal reconstruction. Signal sl is decomposed once again, 

although signal dl is saved in the output of the transformation.

Mallat’s algorithm

Mallat’s algorithm is a method of calculating the scaling function 
coefficients and the wavelet function coefficients in the each 
step of the signal decomposition, basing on the well known 
functions from the previous step. It is often implemented for the 
multiresolution analysis in a two–dimensional space, like images. 
This method decomposes an input image into four component 
subimages. The decomposition is based on a sequential low–pass 
and high–pass filtering separately along the rows and columns 
(the rows are decomposed at first, next basing on received subim-
ages columns decomposition is proceed). Image is represented 
by four matrices of the wavelet coefficients having twice less linear 
resolution. Each of these subimages can be decomposed again 
in the same way. This method allows for an implementation of 
the multi–level resolution and receiving the image representation 
on many detailed–levels. 
Figure 4 presents the way of using the Mallat’s algorithm for the 
image decomposition. LL means a low–pass filtering of the rows 
and columns (approximation). LH means a low–pass filtering of the 
rows, high–pass filtering for columns (keeping the vertical edges). 
HL means a high–pass filtering of the rows, low–pass filtering 
of the columns (keeping the horizontal edges). HH – high–pass 
filtering of the rows and columns (keeping the diagonal edges).

Results

For the purpose of our analysis the brain images were noised by 
using the MATLAB script functions, fantom images were naturally 
noised by image acquisition terms.

All used images were normalized before their processing 
and after each processing step. It is a process of adjusting the 
range of the input image data variation to specified range (in the 
case of the gray, 8-bit images it is from 0 to 255). It was done 
according to the equation:

, min

max min, max ( )n mf f
n m f fg g −

−=
 

where:
gn,m- the output pixel intensity,
gmax- the maximum output pixel intensity, 
fn,m- the input pixel intensity,
fmin- the minimum pixel intensity in the image,
fmax-the maximum pixel intensity in the image,
The basic function in MATLAB allowing the image normaliza-

tion is the imadjust function.   
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Fig. 4. Image decomposition scheme.

Fig. 5. The AWS algorithm functioning in the following iterations (λ=4, h(k)=a*h(k– 1),  
where k means number of the iteration, a =sqrt(1.25), each h was rounded to an integer).

Application of the AwS algorithm

Based on a literature concept of the AWS algorithm, detailed 
version, specially dedicated to the MRI application was written. 
The Figure 5 ilustrates the AWS algorithm functioning. In the 
beginning for a chosen image for the noise removing, the λ and 
hmax parameter values are defined. After the first iteration it is 
possible to see a visual effect; the image is smoothed and the 

noise is partly reduced. As it is shown in the Figure 5, in each 
iteration smoothing and noise reduction effects are stronger. 
Basing only on the visual evaluation it is advisable to terminate 
the algorithm after the 3rd or the 4th iteration. It is advisable also 
because of the high time–complexity of the algorithm; execut-
ing even a little iteration for a simple image takes even an hour. 
Finding the best, but not to high l value is needed to prevent too 
strong image smoothing which makes it useless from the medical 
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point of view. On the other hand if the l value is too small, the 
noise will not be reduced satisfactorily. That’s why it is important 
to find a compromise between these two needs. 

Application of the DwT algorithm

To proceed a noise reduction using the Wavelet Transform filtra-
tion, the Matlab Wavelet Toolbox was used, because of its huge 
number of possibilities like the image compression, image fusion 
or filtering signals in one and two dimensions. Noise reduction 
using the DWT method has three basic steps: 
1. choosing the wavelet family and image decomposition on 
the chosen degree of decomposition (N), 
2. thresholding discrimination of the details coefficients for all 
(from 1 to N) degrees of decomposition. For each degree (each 
frequency bandwidth) coefficients with low amplitudes (below 
the threshold) are removed from the image.
3. image reconstruction (using original approximation coefficients 
(N degree of decomposition) and modified details coefficients 
(degree of decomposition from 1 to N) . 

The Figure 6 shows the program’s interface; after image 
loading it is possible to choose: 
 – the wavelet’s family used for decomposition (optional sev-

en wavelets families with different characteristics and ad-
ditional possibility of creationg own wavelet family.), 

 – the degree of decomposition (from 1 to 5, in this publication 
all images were analyzed using 2nd decomposition’s degree 
and 1st approximation’s degree), 

 – the discrimation threshold (setting automatically or manu-
ally),

 – the type of thresholding (hard or soft, here the soft thresh-
olding was used because it allows avoiding discontinuities 
in the image), 

 – the kind of noise to reduce (the white noise reduction was 
chosen).
Decomposition is applied with using Mallat’s algorithm. In 

a method showed in this paper image is divided into four subim-
ages: approximation and the three individual representations of 
the edges: vertical, horizontal and diagonal. During the noise 
reduction and changing the parameters values, the user has 
a possibility of the image preview and in a consequence visual 
effects evaluation. When the denoising effect is satisfactory, 
image is reconstructed by using the Inverse Discrete Wavelet 
Transform (IDWT) and it can be compared with the input image. 
In this paper analysis of the different types of wavelets families 
was made, and it was noticed that, in the case of Magnetic 
Resonance Imaging, the best effects are achieved using the 
biorthogonal wavelets.

Objective (numerical) parameters  
of the algorithms evaluation

The Signal to Noise Ratio  
and the Contrast to Noise Ratio

The Signal to Noise Ratio (SNR ) is used to express how much 
a signal is noised [4]. It is defined as the ratio of the signal power 
to the noise corrupting the signal power (or as the ratio of the 
mean signal value to the noise standard deviation like in this 

Fig. 6. Matlab Wavelet Toolbox Interface; DWT – Discrete Wavelet Transform (image decomposition),  
IDWT – Inverse Discrete Wavelet Transform (image reconstruction), DENO – denoising process.
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paper). A ratio higher than 1:1 indicates more signal than noise. 
The higher the ratio, the less disturbing the background noise is.

SNR µ
s

=

where:
μ – the mean signal 
σ – the noise standard deviation (the background standard 

deviation)
This definition is useful for always positive variables. 

 A BC S S= −

A B
A B

S SCCNR SNR SNR
s s

−
= = = −

Contrast to Noise Ratio (CNR) is a value used for defining 
an image quality [4]. Although this parameter is often treated as 
similar to Signal to Noise Ratio, the image intensity can be high 
even though some parts of the image are noised or blurred. That 
is why the image may have a high SNR value and a low CNR 
value in the same time. A contrast is a signal diffrence between 
two structures (for example two tissues). The equations defining 
the contrast and the CNR are:
C means contrast, SA and SB are signal intensities for structures 
A and B in the ROI (region of interest). SA is greater than SB so 
that contrast is always positive and σ is a standard deviation of 
the background.

The Table 1 shows the SNR and the CNR values in the subse-
quent noise reducing steps of the AWS algorithm, for the noiseless 
(input) and the noised image. It also presents the background 
standard deviation (SD) and mean signal in the processed image. 
Input image has of course the highest SNR, and noised image– 
the lowest. In each noise reducing iteration SNR increases (mainly 
because of the mean and SD changes). In the 6th iteration SNR 
is even comparable with the value for noiseless image, but the 
visual analysis ilustrates strong image smoothing (Figure 5), that 
is why SNR cannot be the only image evaluation factor. In each 
following iteration the image is brighter (mean value increases) 
and more smoothed (standard deviation decreases) despite of 
the input normalization. This conclusion confirms the visual im-
ages evaluation. CNR is improved (from 1st iteration), but even 
in the 6th iteration CNR is still lower than in noiseless image. 

The method used for the image quality improvement after 
AWS filtration is the image merging. Merging is processed accord-
ing to the equation (1). The final image is a linear combination of 
three images: input image α, image processed with low (β ) and 
high (γ) λ value, divided by the sums of their weights coefficients.  
α image gets full (but noised) information about the edges and 
textures. Its presence in resulted image allows receiving good 
visual effect. In β image most of the edges and texture informa-
tion are well kept, although it is still noised. In γ image only very 
sharp edges are kept, it approximate the general brightness 
distribution of the original image λ. Merging, by selection of 
best weight coefficients, allows for the optimization of the power 
smoothing for keeping textures and the edges in the output im-

age. Unfortunately the best weight coefficients selection requires 
several tests and it depends on individual image characteristic. 

SNR CNR

MEDICAL
IMAGE

ITER
1 5,82 1,487
2 6,67 3,022
3 7,83 3,894
4 8,44 5,546
5 9,89 5,971
6 10,71 6,115

NOISELESS
IMAGE x 10,563 7,372

NOISED
IMAGE x 5,218 1,207

Tab. 1. The SNR and the CNR changing for the AWS noise 
reduction, also for the noiseless and noised image (λ=4, h(k)=a*h(k– 1),  
where k means number of the iteration, a =sqrt(1.25),each h 
was rounded to an integer).

Although the choice of different weights values has not sig-
nificant influence on the image quality the best result (the biggest 
SNR improvement) was received for gα=1, gβ=8, gγ=1. In each 
case the mean signal is nearly constant, that is why the best 
output image was received for the lowest background standard 
deviation. The output image σ was presented in the Figure 7. 

The same SNR and CNR analysis was applied in case of the 
Discrete Wavelet Transform to choose the best wavelet family 
for the MRI applications (Table 2). In case of the MRI images 
the highest SNR value was received after using biorthogonal 4.4 
wavelet type. In each case SNR was improved. In every case 
CNR was improved but also it is always less than 2. The results 
are similar for all wavelets families, but the best CNR was re-
ceived for DB4 family, the worst – for HAAR wavelet (the highest 
background standard deviation).

SNR CNR

MEDICAL
IMAGE

WAVELET FAMILY
1 HAAR 5,291 1,496
2 DB4 6,140 1,934
3 SYMLETS 6,069 1,913
4 COIFLETS 6,343 1,672
5 BIOR 6,446 1,655
6 RBIOR 6,282 1,901
7 DMEY 6,043 1,767

NOISELESS
IMAGE x 10,563 7,372

NOISED
IMAGE x 5,218 1,207

Tab. 2. The SNR and the CNR for the most popular wavelet 
families applied for the MRI medical image. 
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Fig. 7. The way of merging the final image (α – the input (noised) image,  
β – the image processed with λ=2, γ – the image processed with λ=7, weights gα=1, 

gβ=8, gγ=1, δ – the output image).

The Normal Mean value 

The Normal Mean (NM) is determined for homogenous image’s 
area without any edges. This is a very useful parameter for noise 
reduction evaluation [3]. It defines a relation between the variance 
value of image background after and before filtration. 

 filtr

original

NM
µ

µ
=

where:
μfiltr – a background variance in the image after the filtration
μoriginal – a background variance in the original image (before 

the filtration)

The NM values for both noise reduction methods was cal-
culated for two kinds of the images: medical image and fantom 
image and given in Table 3. For the AWS algorithm NM was pre-
sented in the subsequent steps. The NM value can be viewed as 
a measure of the both algorithm’s strength. The lower NM value, 
the greater image effect is achieved (greater smoothing, therefore 
a greater noise reduction). Bigger number of the iterations means 
greater image modification. While comparing the results of the 
AWS (3rd iteration) and the DWT algorithm the resulted values 
are lower for the AWS algorithm, what corresponds with the 
earlier conclusions about strong image smoothing by the AWS  
algorithm.

`

NM
AWS

DWTITERATION 
1

ITERATION
3

ITERATION 
5

FANTOM 0,877 0,574 0,399 0,687
MEDICAL 
IMAGE 0,815 0,501 0,379 0,718

Tab. 3. Normal mean value for the AWS (λ=4, h(k)=a*h(k– 1), where 
k means number of the iteration, a =sqrt(1.25),each h was 
rounded to an integer) algorithm and DWT (wavelet bior 4.4).

The mean and the standard deviation

The data presented in Table 4 prove the change of the mean 
value and the standard deviation (SD) value in the medical image 
filtered by the AWS algorithm (different l values and , different 
numbers of iterations). It may be noted that while the l value 
and the number of iterations increase, the mean value (image 
brightness) increases as well, and the standard deviation value 
(image smoothing and homogeneity) decreases in the same time. 
Although numerically changes are not very high, visual effect is 
significant like it was already shown in the Figure 5. 

The changes of the mean value and of the standard deviation 
value in the image filtered by the DWT algorithm for two different 
medical images: medical one (without noise, noised and after 
DWT filtration) and for the medical fantom image (noised and 
after DWT filtration, noiseless image was not available) can be 
read from the data presented in Table 5. It is shown that just like 
in case of the AWS algorithm the filtration slightly increases the 
mean and the standard deviation value. 
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λ COEFFICIENT FOR THE MEDICAL IMAGE
λ=1 λ=4 λ=7 

ITERATION ITERATION ITERATION
1 4 6 1 4 6 1 4 6

MEAN 63.33 64,11 67,25 64,08 67,16 78,23 64.28 67.35 83.54
STANDARD
DEVIATION 9,06 9,22 9,86 8,98 9,39 9,37 9.03 9.89 10.74

Tab. 4. The mean and the standard deviation change in the images denoised by AWS algorithm (h(k)=a*h(k– 1), where k means 
number of the iteration, a =sqrt(1.25),each h was rounded to an integer).

IMAGE
MEDICAL IMAGE FANTOM IMAGE

WITHOUT NOISE NOISE DWT NOISE DWT
MEAN 51,42 62,09 70,35 82,97 88,03
STANDARD 
DEVIATION 8,97 9,59 9,25 22,38 19,08

Tab. 5. Mean and standard deviation evolution in the images denoised by DWT (wavelet bior 4.4).

Histograms

A change in the intensities of the pixels caused by the action of 
both algorithms may be presented using histograms. The Figure 8 
shows changes in the image histogram after its noising and for the 
both methods of noise reduction. In the original noiseless image 
there is a significant background peak (low intensity). The nois-
ing process removes that peak (smoothing the image), but its 
recovery is not necessary. For the diagnostic value, light pixels 
are much more important (they determine the image contrast). 
Moreover, light pixels are more noisy (even for the constant noise, 
its percentage contribution in the signal is larger for light pixels). 
Histograms for both methods confirm earlier conclusions about 
the images brightening (shifting the main peak in the direction 
of the higher pixel intensities) and smoothing (less half width of 
the peak) after their filtration. 

Detection of edges

Detection of edges detection is an extremely important part of the 
image quality improvement In this procedure some characteristics 
important for the image diagnostic utility should be taken into con-
sideration. The most important is the lack of the false edges, de-
tected because of the presence of noise, which must be reduced. 
In the Figures 9 and 10 the differences in edges detection and the 
false edges reducing are shown for both methods. The Figure 9 
presents the edge detection in case of the noised fantom image. 
The simple edge detection filter was used. After its application 
all the edges were sharpened. For the AWS algorithm the edge 
detection in different iterations were illustrated. It is shown that 
in case of strong smoothing, in the subsequent iterations edges 
are getting blurred and do not correspond with the edges in the 
input image. Edges detected in the 1st and 3rd AWS iteration are 
similar but not identical. In the 3rd iteration not existing edges 
were detect (resulting image shows double edges). The slight 
difference between edges detection in the input image and the 

image processed ny AWS algorithm in the early iterations, as well 
as the fact that all the real edges were correctly identified are 
the consequences of the small number of the strong edges with 
very high intensity gradient (high difference in the pixels intensi-
ties on the both edges sides). In case of using the DWT method 
few wavelets families were tested. The best results were once 
again observed for biorthogonal 4.4 type wavelet. The results are 
slightly better than the for the simpler wavelets families like db 2 
and coifflets 4 (apart from the real, anatomical edges the false 
artificial edges are detected as well). 

Analysis of the edges detection in the medical image(with 
bigger number of the edges than the fantom image), shown in the 
Figure 10 is much more interesting case. After its application for 
the noiseless image, all the anatomical edges were sharpened. 
Using the same method for noised image shows a big number 
of the false, redundant edges. The image is unreadable and 
diagnostically useless. That is why both filtration methods were 
applied. After the AWS filtration all the redundant edges were 
removed. Unfortunately the AWS algorithm reduced also real, 
anatomical edges; undetecting all the real edges is a significant 
disadvantage of this method. Changing the value of the l value 
may influence on the degree of anatomical edge detection, but 
it requires several attempts to optimize. On the other hand, the 
DWT method detected all the needed edges, but also some of 
the false. The degree of redundant edges detection depends on 
wavelets family. It is necessary to take into consideration the best 
wavelets family for specific cases.

The basic advantage of using the AWS algorithm is good 
preserving of the edges continuity after smoothing. This method 
also removes the false edges created by the image noise. By 
using the AWS algorithm it is possible to receive single pixel 
edges without changing their position or their course. It should 
be also noted that it has only two input parameters. Unfortunately 
this method has also some disadvantages. For the high l value 
(necessary for strong smoothing) there is a possibility of losing 
information about small structures (strong decreasing the l value 
causes false contours). 
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Fig. 8. Changing of the image histogram during the noise reduction in the medical image 
(λ=4, h(k)=a*h(k– 1), where k means number of the iteration, a =sqrt(1.25), each h was rounded 

to an integer, bior4.4 wavelet).

Fig. 9. Keeping the edges after noise reduction for the fantom image (λ=4, h(k)=a*h(k– 1),  
where k means number of the iteration, a =sqrt(1.25), each h was rounded to an integer).

Summary and conclusions

The most serious disadvantage of the AWS method is the time 
consumption. The algorithm is iterative and the weights are 
calculated for each pixel within the surrounding, which is why the 
computational complexity of the algorithm is very high. It takes 
also much time because of the nessesity to perform the tests 
guaranteeing the best results.

A huge advantage of the DWT algorithm is the possibility of 
filtering in k–space (not possible for the AWS method). Comparing 
these two methods it is necessary to mention linear computational 
complexity for the DWT, what gives shortening calculation time. 
Both of them keep the edges satisfactorily. In the case of the 

DWT there might be some optimization problems (signals require 
an individual approach). The DWT algorithm does not remove all 
the false edges, what reduces the image quality. What is more 
this method requires bigger number of the input parameters than 
the AWS algorithm.

Adaptive filter methods like AWS algorithm give good visual 
effects (by using the merging images procedure). For high noise 
(low SNR value) small artifacts can be highlighted as the points 
with the equal value (correction by increasing λ parameter), and 
the best results are guaranteed for λ belonging to range from 2 
to 4. Detailed analysis of the influence of λ value on the results 
in Magnetic Resonance Imaging shows that the best results 
are available for λ=4. The AWS algorithm gives best results 
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for images with primary noise reduction (then big number of 
the iterations is not required). The AWS algorithm is keeping 
the edges, but the average image brightness slightly increases 
(despite of the image normalization). Disadvantageous process 
of too strong smoothing the image and blurring the edges make 
the algorithm not very effective for too big numbers of iterations. 
The algorithm can be applied to improve MRI images in the case 
of medium noise and low Signal to Noise Ratio. 

The Discrete Wavelet Transform (DWT) increases image 
brightness and makes it more homogenous. It keeps all the 
anatomical edges, unfortunately also some of redundant edges 
remain. Its time consumption is significantly lower than for the 
AWS. 

The presented results prove that the further application of 
the AWS and the DWT methods, to improve MRI images are 
useful but their application needs further studies.
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Figure captions

Fig. 1. Pixel surrounding definition.

Fig. 10. Keeping the edges after noise reduction for the medical diagnostic image 
(λ=4, h(k)=a*h(k– 1), where k means number of the iteration, a =sqrt(1.25),  

each h was rounded to an integer, iter 3rd, biorthogonal 4.4 wavelet type).
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Fig. 2. Time course of wave and wavelet function.
Fig. 3. Multiresolution analysis scheme.
Fig. 4. Image decomposition scheme.
Fig. 5.  Functioning of the adaptive weight smoothing algorithm 

in following iterations.
Fig. 6.  Matlab Wavelet Toolbox Interface; DWT – discrete 

wavelet transform (image decomposition), IDWT – in-
verse discrete wavelet transform (image reconstruc-
tion), DENO – denoising.

Fig. 7.  The way of merging the resulted image.
Fig. 8.  Changing of the image histogram during the noise re-

duction in the medical image (λ=4, h(k)=a*h(k– 1), where k 
means number of the iteration, a =sqrt(1.25), each h 
was rounded to an integer, bior4.4 wavelet).

Fig. 9.  Keeping the edges after noise reduction for the medical 
fantom.

Fig. 10. Keeping the edges after noise reduction for the medi-
cal diagnostic image.

Table captions

Tab. 1. The SNR and the CNR changing for the AWS noise 
reduction, also for the noiseless and noised image 
(λ=4, h(k)=a*h(k– 1), where k means number of the itera-
tion, a=sqrt(1.25), each h was rounded to an integer).

Tab. 2. The SNR and the CNR for the most popular wavelet 
families applied for the MRI medical image. 

Tab. 3. Normal mean value for the AWS (λ=4, h(k)=a*h(k– 1), where 
k means number of the iteration, a =sqrt(1.25), each h 
was rounded to an integer) algorithm and DWT (wavelet 
bior 4.4).

Tab. 4. The mean and the standard deviation change in the 
images denoised by AWS algorithm (h(k)=a*h(k– 1), where 
k means number of the iteration, a =sqrt(1.25), each h 
was rounded to an integer).

Tab. 5. Mean and standard deviation evolution in the images 
denoised by DWT (wavelet bior 4.4).
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ANAlYSIS OF STRESS DISTRIbuTION IN HIP JOINT  
AFTER IMPlANTATION OF wEllER STEMS
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Częstochowa, Dąbrowskiego 69, Poland, wieckowski@iop.pcz.pl 

Summary: This study presents the results of numerical calculations of stress distribution in a model of healthy femur and after 
implantation of Weller II cement prosthesis. The obtained stress distribution allow for drawing conclusions about the processes 
of bone remodelling in the area of implant and for forecasting of effectiveness of implantation. The simulations were carried out 
by means of FEM for three types of stem material: CoCrMo alloy and titanium alloys of Ti6Al4V and Ti35Nb5Ta7Zr. The calcula-
tions revealed that implantation of prosthesis stem leads to unloading of prosthesis bone tissue, depriving it of natural stress 
which occurs in healthy femur, which might lead to loosening of the implant.
Keywords: Weller endoprosthesis, hip joint alloplasty, computer simulation

system, and, in consequence, on its life, is possible through ap-
plication of modern computer systems. The results of numerical 
simulations allow for explanation of the reasons for destruction 
processes which occur in the area of implanted joint and for 
forecasting of effectiveness of implantation [3, 14].

Aim and scope of the study

Weller cement prosthesis of type II was one of the most frequently 
implanted hip joint prostheses in Poland in the last years of 
the recent century. Stems in these prostheses are curved and 
feature a flange which prevented from prosthesis deepening into 
the bone. The unsatisfactory results of Weller cement hip joint 
replacement presented in the literature confirm design imperfect-
ness in this type of prosthesis stem [2, 10, 13]. 

The goal of the numerical investigations was to determine 
the effect of material parameters and design features of femur 
component in hip joint prosthesis on the processes connected with 
its biofunctionality. Numerical calculations for stress distribution 
were carried out in threedimensional model of healthy femur and 
after Weller II cement prosthesis stem. Comparative analysis of 
the results of calculations for characteristic crosssections of bone 
tissue in the model of healthy bone and bone-cement-implant 
system (Fig. 1c) was also made.

Introduction

In the case of advanced degenerative changes in hip joint, ce-
ment or noncement (either partial or total) hip joint replacement 
seems to be the only method which allows for restoration of the 
functions in damaged joint. 

An essential determining factor of the success in hip joint 
replacement is the architecture of prosthesis. A number of stud-
ies have demonstrated that suitable adaptation of stiffness of 
prosthesis to the adjacent bone, obtained through selection of 
a suitable shape of stem (its curvature, dimensions, mechanical 
properties), considerably impacts on the method of transfer of 
load from implant to the bone. Redistribution of stress in pros-
thesis tissue, discontinuities and concentration of stress lead 
to occurrence of changes in bone tissue in femur (remodelling) 
and, in consequence, to longterm loosening of the prosthesis 
[1, 5, 7, 9, 12].

Design solutions for new types of prostheses made of modern 
biomaterials have brought significant improvement in the qual-
ity of hip joint replacement. However, problems connected with 
the stability of implants remain unsolved. This is confirmed by 
the results of clinical studies which have reported that despite 
substantial progress in the domain of hip joint design, a consider-
able percentage of implantations end in failure [2, 10, 11, 14].

Determination of an impact of design of prosthesis on the way 
the load is transferred and on stress distribution in bone-implant 
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Method

Realization of the tasks required development of a model of femur 
with the areas taken by cortical bone and spongy bone and the 
model of the system of bone-cement-implant. Geometrical fea-
tures of femur were based on the model of Standardized Femur 
developed by Instituti Ortopedici Rizzoli in Bologna (Fig. 1a). 
Geometrical model of prosthesis stem was developed based on 
the data obtained from measurement of Weller II stem (NA 15 K) 
by means of coordinate measuring machine (Fig. 1b). Develop-
ment of the model of bone-cement-implant required determination 
of position of the prosthesis in relation to femur and modelling 
of cement layers on the surface of prosthesis which allow for 
integration of implant with the adjacent bone (Fig. 1c). In order 
to build discrete models, 20 node-type 3D Solid elements were 
used. Total mechanical connection of prosthesis with the layer of 
bone cement and cement with the area taken by the bone were 

assumed. The phenomenon of contact on the resistant surface 
of the flange which occurred as a result of removal of femur head 
on which 3D Contact elements were generated. 

Material model of bone-cement-implant system, in which 
linear elastic properties were assumed for each of the elements, 
was developed based on the results from empirical studies pre-
sented in the literature on mechanical properties of bone and 
research works focused on hip joint implant modelling [4, 8]. 
Numerical models took into account three types of prosthesis 
stem material: CoCrMo, Ti6Al4V and Ti-35Nb-5Ta-7Zr alloys. 
Strength parameters adopted for calculations are presented  
in Table 1.

A simplified spatial model of load, corresponding to one-
leg standing. The model took into consideration the effect of 
external forces which were applied on the prosthesis head: 
P1=2.47BW (BW – body weight) and greater trochanter in femur 
P2=1.55BW [3]. ADINA software was used for calculations.

Fig. 1. Geometrical model of a) healthy femur, b) Weller II stem, c) bone-cement-implant system.

Tab. 1. Mechanical properties of bone tissue and prosthesis stem material [4,6,8].

cortical bone spongy bone cement CoCrMo Ti6Al4V Ti-35Nb-5Ta-7Zr
Young’s modus 

[MPa] 1.70x104 0.10x104 0.24x104 2.00x105 1.10x105 0.55x105

Poisson’s ratio ν 0.35 0.40 0.33 0.30 0.30 0.30

Results

Distribution of reduced stress szr in cortical and spongy tissues 
in the model of femur before and after implantation of Weller II 
prosthesis stem are presented in Fig. 2a and Fig. 2b, respectively. 

In healthy femur, load is transferred through femur head to 
cortical tissue of proximal metaphysis, from where their peripheral 
transfer to further part of the femur body occurs. 

A general view presents the location of maximal values of 
stress. The presented results of calculations reveal that it oc-
curs in medial part of femur at the level of lesser trochanter and 
amounts to szr max = 46 [MPa]. The highest values of reduced 
stress of szr = 25 ÷ 46 [MPa] can be observed throughout the 
length of body of the femur, in internal and lateral areas. 

Implantation of Weller stems leads to the reduction in the 
value of reduced stress in the whole area of cortical tissue com-
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pared to those which occur in the model of healthy femur. The 
highest decrease in the value of reduced stress (28%) was 
observed in proximal part of femur. In body of the femur below 
the location of implant’s end, constant distribution of reduced 
stress can be observed, with reduced stress reaching 90% of 
the values which occur in femur before implantation in this area. 

Change in stem material, from CoCrMo into titanium alloy 
causes rise in reduced stress in the area of bone tissue. The effect 
of stem material on the value of reduced stress can be observed 
in particular on the internal side of proximal metaphysis in the 
femur. In further part of body of the femur, no significant effect 
of type of stem material on changes in the values of reduced 
stress was observed. 

Fig. 2. Distribution of reduced stress szr [MPa] in the area of cortical  
(a) and trabecular (b) bone in the model of healthy femur and after implantation of Weller stem.

Comparison of maximal values of reduced stress in the 
analysed cross-sections in the area of cortical and spongy tis-
sue of the bone model after implantation of Weller stems is 
presented in Fig. 3. 

Distribution of reduced stress szr in Weller prosthesis stem 
and in the layer of cement, whose life is of significant effect on 
stable fixation of the stem is presented in Fig. 4.

Fig. 3. Maximal values of reduced stress szr [MPa] in cross-sections of the area of: a) cortical tissue, b) spongy tissue.
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The highest values of reduced stress at the level of  
szr = 2.5 ÷ 4.4 [MPa] are observed in the layer of cement located 
on the medial part of prosthesis stem and result from the mode 
of load transfer from implant to the bone around the implant. 
Reduction in stiffness of the stem is accompanied by rise in 
stress in cement coating located at internal side of proximal part 
of implant blade, which might lead to cracking of cement layer 
and, in consequence, to loosening and damage to the prosthesis. 

Summary

The presented results of calculations confirm occurrence of sig-
nificant changes in load transfer in femur caused by implantation 
of prosthesis stem. Prosthesis implantation leads to unloading of 
bone tissue in the area of implant, depriving it of proper stress 
distribution typical of natural healthy hip joint, which stimulates 
bone mass. 

The numerical calculations presented in this study revealed 
that in the case of application of flange-type Weller II stems, 
considerable part of load is transferred to the bone through re-
sistant surface of the flange, which might lead to excessive and 
undesirable load on flange-bone contact surface. As results from 
clinical studies, a phenomenon of osteolysis under the prosthesis 
flange can be observed, especially if the stem is deepened into 
the femur during use, which leads to large unit pressures on the 
area of bone tissue under the flange. If the prosthesis is properly 
designed and well-fitted in the femur’s hole, stress under the 
flange is insignificant and the osteolysis phenomenon occurs 
only to a small extent. Load transferred through the flange leads 
to occurrence of compressive stress in the bone, which prevents 
from bone structure remodelling. 

In the group of the investigated types of materials, the most 
favourable stress distribution in the bone was observed for stems 
made of titanium alloys, which confirms their usefulness for hip 
joint replacement. Furthermore, good corrosion resistance and 
lower density compared to CoCrMo justify application of these 

materials for hip joint prosthesis stems. In cement-based hip joint 
prostheses, reduction in Young’s modulus for stem material leads 
to the rise in stress in proximal area of cement layer, therefore, 
in the case of cement fixation of implant, use of ‘flexible’ stems 
is purposeless. 
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NOVEl DETECTOR SYSTEMS  
FOR THE POSITRON EMISSION TOMOGRAPHY

P. Moskal, P. salaBura, M. silarski, J. sMyrski, J. zdeBik, M. zieliński

Institute of Physics, Astronomy and Applied Computer Science,  
Jagiellonian University, 30-059 Cracow, Poland

Abstract: In this contribution we describe a novel solution for the construction of Positron Emission Tomograph. We present 
the device allowing for determination of the impact position as well as time and depth of interaction of the annihilation gamma 
quanta. The device is comprised of scintillation chamber consisting of organic scintillators surrounding the body of the patient. 
We discuss two possible solutions: (i) the tomograph built out of scintillator strips, and (ii) the tomograph built out of the scintillator 
plates. The application of the fast scintillators will enable to take advantage of the difference between time of the registration of 
the annihilation quanta. The invented method will permit to use a thick layers of detector material with the possibility of measuring 
the depth of the gamma quantum interaction (DOI) and the determination of their time of flight (TOF), and will allow for increasing 
the size of the diagnostic chamber without a significant increase of costs. The method is a subject of two patent applications 
[1, 2] which are based on the techniques used in the particle physics experiments [3, 4]. 
Keywords: 

their mass is converted to energy in the form of gamma quanta. 
Most frequently these are two gamma guanta flying against 
each other along the line with an exactly defined energy equal 
to 511 keV. PET permits to locate the radioactive marker by the 
use of radiation detectors, allowing to reconstruct the direction 
of flight of annihilation quanta. Radiation detectors are usually 
arranged in layers forming a ring around the diagnosed patient 
(see Fig. 1). The set of reconstructed lines (referred to as Line 
of Response: LOR ) constitutes the basis for the reconstruction 
of the thomografic image which reflects the distribution of the 
density of the radiofarmaceutic in the body of the patient. This 
technique allows to investigate the physiological processes in-
volving the radiofarmaceutics since PET permits to obtain few 
tens of images within a minute. 

The typical radiation dose in examination with PET amounts 
to about 7 mSv [5]. This is comparable with similar doses obtained 
by the patient in other diagnostics methods. It is in the order of 
the avarage yearly dosis due to the natural radiation sources 
as cosmic rays, concentrations of radon in the air etc. It has 
therefore no negative influence on the patient and even could 
have a positive implications in the functionning of the immune 
system due to the well established hormesis mechanism [6, 7].

Introduction

Positron Emission Tomography (PET) is at present the most 
technologically advanced diagnostic method that allows for non-
invasive imaging of physiological processes occurring in the body. 
It plays a fundamental and unique role both in medical diagnos-
tics, as well as in monitoring of effects of therapy in particular in 
oncology, cardiology, neurology, psychiatry or gastrology. PET 
tomography constitutes also an effective tool to investigate the 
functioning of the brain. PET permits to determine the spatial and 
temporal distribution of concentrations of selected substances in 
the body. To this end, the patient is administered pharmaceuticals 
marked with radioactive isotope emitting positrons. Since the rate 
of assimilation of marked pharmaceuticals depends on the type of 
the tissues, sections of the diseased cells can be identified with 
high accuracy, even if they are not yet detectable via morpho-
logical changes. The method is proved to be extremely effective 
in particular in locating and diagnosing of cancer metastases. 

All known matter including the body of the patient is built out 
of electrons, protons and neutrons. The PET uses the fact that the 
electron and positron annihilate while contact with each other and 

^ BAMS kolor.indb   73 2011-10-11   13:01:40



D
IA

G
N

O
S

T
IC

S

74 Novel detector systems for the Positron Emission Tomography

A natural limitation of the sharpness of the PET image is 
given by the fact that positrons annihilates predominantly after 
its kinetic energy is decreased to the values close to zero which 
is typically few milimeters far from the nucleus from which it 
was emitted. As regards the detection technique among main 
factors limiting presently achievable accuracy are the problem 
of unknown depth at which gamma quantum reacts (referred 
to as DOI – depth of interaction), the problem of insufficient 
time resolution of non-organic detectors preventing them from 
the effective usage of the time difference between the arrival of 
the gamma quanta to the detectors (TOF – time of flight [8]) and, 
finally, present solutions are impractical to perform a tomographic 
image of the whole body at the same time. 

In the following sections the presentation of the invented 
detector systems will be preceded by the description of the 
disadvantages in the tomografic image reconstruction caused by 
the unknown DOI and possible gains which could be achieved 
with the good resolution for TOF determination. 

Depth of Interaction

Currently, all commercial PET devices use inorganic scintillator 
materials as radiation detectors (usually BGO cristals). The en-
ergy of gamma quantum hitting the scintilator can be transfered 
partially or entirely to an electron of the material, which then 
produces flash of lights through ionization and deexcitation of 
atoms or molecules of the scintillator. These flashes are then 
converted to electrical pulses by photomultipliers connected to 
the scintillators.

As it was shown in Fig. 2a scintillating crystals, made usually 
in size of about 5cm x 5cm and with thickness of 2.5 cm, are 
additionally blazed into smaller pieces with dimensions of 0.5 cm 
x 0.5 cm separated form each other with reflecting material. The 
end of each scintillating module is connected to photomultipliers 
which convert light into electrical impulses (Fig. 2b). Distribution of 
the amplitude of this impulses permits to determine, with the ac-
curacy equal to the size of the small unit, the position where the 

Fig. 1. Schematic illustration of the PET tomography.

Fig. 2. a) Shape of a single scintillating module used to detect gamma quanta in PET scanners.  
b) Typical configuration of photomultipliers which register light from a single scintillating module used in PET scanners.  

The figures are adapted from [9, 10].
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gamma quantum reacted. Therefore, in the further analysis, to 
determine the LOR line, one assumes that the quantum was 
absorbed in the middle of the unit. This assumption is one of 
the most important contribution limitting the resolution of PET 
images. Problem of unknown depth where the gamma quantum 
reacted is known in the literature as DOI (depth of interaction).

Fig. 3. Schematic illustration of the error in reconstruction of 
the LOR line made due to the unknown depth of interaction of 
the gamma quantum. 

In Fig. 3 we present, in big simplification and exaggerati-
on, the error in the determination of the LOR line made due to 
the unknown DOI. The dashed line shows the real path of flight 
of the gamma quantum, while the solid line represents the LOR 
reconstructed assuming that the signals emerged in the middle of 
the detection module. Distortions are the greater, the farther from 
the axis of the tomograph the annihilation occured, and the larger 
is the scintillator module. Therefore, the determination of the 
DOI could improve a lot the resolution far frorm the axis leading 
to better imaging of whole body. Moreover, it could allow to use 
a thicker scintillators improving the efficiency of the measurement. 
However, to our knowledge, at present none of commercially 
produced tomographs is able to measure the DOI. 

Time-of-Flight

The other way to improve the resolution of the tomographic image 
is determination of the annihilation point on the LOR line based 
on measurements of the time difference between the arrival of 
the gamma quanta to the detectors. In the literature this technique 
is known as TOF (time of flight), and tomographs which use the 

time measurements are termed PET-TOF. In the idealized case, 
as it is shown in Fig. 4, measurement of the time difference 
between arrival of the quanta (t2-t1) could allow calculation of 
the annihilation point relative for example to the center of the 
LOR line denoted in Fig 4. as Δx. In practice, due to the finite 
resolution of the time measurement, it is possible to determine 
only a range along the LOR in which the annihilation occured 
which also improves the resolution of PET images.

Fig. 4. The idea of PET-TOF; Δx = (t2 – t1) c/2.

Scientist have tried to use the time of flight of gamma quanta 
in the PET tomography since 1980 [11]. But so far nobody has 
obtained a significant improvement using TOF method, mainly 
because of the inorganic scintillators applied in PET scanners 
which give slow impulses. In 2008 a prototype made by SIEMENS 
achieved the time resolution of about 550 picoseconds which cor-
responds do the spatial resolution along the LOR line amounting 
to 8 cm [11]. About one order of magnitude better time resolutions 
can be achieved with organic plastic scintillators, which were so 
far not used due to low density and a small atomic numbers of 
the elements constituting the material. Fast plastic scintillators 
are composed mainly of carbon and hydrogen. Small atomic 
number corresponds to small probability that gamma quanta 
transfer all its energy to the electron in the scintillator through 
the photoelectric effect. Moreover, small density implies a small 
efficiency for the detection of gamma quanta. The efficiency could 
be improved by increasing the thickness of the scintillator, but 
on the other hand it would decrease the resolution of the image 
due to DOI problem. However, novel methods presented in 
the next sections allow to increase the thickness of the detector 
and at the same time to determine the depth of the interaction 
of the registered gamma quantum. In addition due to the large 
solid angle covered by the new PET construction the decrease 
of the detector efficiency will be compensated by the increase of 
the acceptance. A small efficiency for the photoelectric effect in 
organic scintillators worsens the image quality due to a low ability 
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to distinguish between quanta reaching the detector directly and 
quanta rescattered in the body of a patient. This dra wback will be 
compensated by (i) the selection of only these events for which 
the energy deposited in the scintillator corresponds to the range 
close to the maximum of energy which can be transfered to the 
electron via the Compton scattering process, and by (ii) taking 
advantage of the good timing of the organic scintillators allowing 
for the effective usage of the TOF technique. 

In both below discussed methods the reconstruction of the 
interaction point of the gamma quantum in the scintillator material 
is reconstructed based predominantly on the time distribution of 
signals measured at various parts of the detector.

Novel Solution: Strip PET

In the “strip” PET the test chamber is formed from organic scin-
tillator strips contracting the cylinder. Light signals from each 
strip are converted to electrical signals by two photomultipliers 

placed at opposite edges of each scintillator strip. The scheme 
of the single detector module is shown in Fig. 5. To determine 
the impact position of the gamma quantum the time difference 
between signals from both ends of the strip is used and the time 
of the interaction of the gamma quantum in the strip is determined 
as an arithmetic mean of the times measured on both edges of 
the scintillator.

Fig. 5. Schematic view of a single detector module used in 
the “strip” PET. Position where the gamma quantum interacted 
can be determined from the difference between times 
measured at both edges of the strip. 

Fig. 6. Diagnostic chamber. Cylinder build out of scintillator strips.

The point of impact of a gamma quantum in a plane per-
pendicular to the axis of the strips can be determined from the 
position of a module which registered the signal, while the position 
along the scintillation chamber is determined using the difference 
between times measured in the front and rear photomultiplier. 
Energy of the electron colliding with gamma quantum is measured 
based on the amplitude of signals in the photomultipliers on both 
sides. Coincident registration of two gamma quanta allows to 
determine the line of response based on coordinates of reaction 
points reconstructed in both strips. The time of the reaction in each 
strip allows also to determine the annihilation point along the LOI 
based on the TOF method. The set of reconstructed LOR lines 
together with points of annihilation provides a tomographic picture.

Novel solution: Matrix PET

The Matrix-PET scanner would consist of organic scintillator 
plates, instead of currently used blocks of inorganic crystals. 
The plates could be set in many ways so as to cover the whole 
body of the patient, for example as it is shown in Fig. 7. The mea-
surement of time and amplitude of light signals is carried out by 
photomultipliers matrix arranged around the chamber.

The interaction point within the plane of the plate can be 
reconstructed based on both: (i) the distribution of the time of 
the signals from the side photomultipliers and (ii) distribution of 
amplitudes of the recorded signals. Such solution allows also 
to determine the depth at which the gamma quantum has been 
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absorbed (DOI) on the basis of the distribution amplitudes of the 
signals from photomultipliers arranged on the sides (see Fig. 8 
right). This feature allows to use thick plates without worsening 
of spatial resolution due to “the DOI problem” occurring in the 
current PET tomographs. Enlargement of the thickness enables 
efficient detection of gamma quanta using organic plastic scin-
tillators, which are characterized by excellent time resolution, 
which is order of magnitude better in comparison with the fastest 
inorganic scintillators. Simultaneous registration of signals in 
blocks mounted in front of each other could enable determination 
of the gamma quantum path of flight. The time resolution through 
the use of plastic scintillators and as a result of simultaneous 
registration of the light signal by many photomultipliers would be 
much better than that achieved in the past PET scanners. The-
refore, this solution would enable the usage of the TOF method 
permitting the determination of the annihilation point along the 
line of flight of annihilation quanta based on the time difference 
in reaching the different scintillation plates by the gamma quanta. 
Achieving TOF resolution of 50 picoseconds, possible when 
using organic scintillators and simultaneous measurement by 

many photomultipliers, would significantly simplify and hence 
make faster the reconstruction of the image.

Fig. 7. Schematic view of the Matrix PET. Diagnostic chamber 
build out of scintillator plates.

Fig. 8. Left panel presents schematic view of the scintillation wall detector as used in the particle physics experiment  
COSY-11 [12]; the panel demonstrates photomultiplier matrix together with the dimensions of scintillator wall.  
Right panel shows an edge of the scintillation chamber proposed for the Positron Emission Tomograph [2]. 

Summary

Both solutions Strip-PET and Matrix-PET offer an opportunity 
to obtain high time resolution and high acceptance, which are 
unaffordable in the current devices and which may translate into 
the precision of the annihilation point determination.

Proposed technology of construction of the PET tomograph 
requires the use of organic scintillators (plastics), which are 
relatively easy to produce in different shapes and large sizes, 
in contrast to currently used inorganic crystals. An ability of 
relatively easy extension of the size of the diagnostic chamber, 
is applicable particularly in “strip” PET where such extension 
does not entail an increase in the number of photomultipliers. 

This feature would decrease the construction costs of the PET 
scanners, which would also enable simultaneous imaging of the 
physiological processes throughout the whole body of the patient. 
Signals in currently used inorganic scintillators are much slower 
than the signals from the organic scintillators. Therefore, using 
fast organic scintillators (plastics) will also reduce the coincidence 
window giving the possibility to reduce accidental coincidences.
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Abstract: Most probably music, similarly to human speech, represents a biological adaptation [1], and singing is a mode of 
communication older than speech, present already in ancestors of Homo sapiens [2]. In various species of apes vocal expres-
sion has been demonstrated to be linked with expression of emotions [3], which indicates that singing is a carrier of emotional 
information which in evolution has appeared before formation of Homo sapiens. Hierarchical pattern of processing sound 
information in human cognitive system [4] allows to assume that singing may induce in the recipient both basic emotions and 
more complex reactions, linked to altered mood or induction of emotions. Processing of specific musical stimuli evokes specific 
emotional reactions [5]. Contemporary knowledge on processing of music in the nervous system and evolutionary perspective 
permit to distinguish such traits of musical course which code data on the type and intensity of emotions.
According to the authors, qualitative coding of principal emotions in musical course involves mainly segmental level using physical 
traits of the sound, such as intensity and timbre of sound while quantitative coding at the suprasegmental level involves mainly 
changes in tempo and intensity of sounds. In emotional communication conducted through a musical course the shared by the 
broadcaster and recipient set of culture-specific data on traits of music necessary for its correct processing in specific structures 
of nervous system, linked to cognitive processes, also plays a significant role.
In the study a hierarchical model of singing structure was suggested, which attempts to explain the way in which expression is 
coded and emotions are perceived in interpersonal communication.
Keywords: singing, vocal expression, speech, emotion, communication, coding of emotion, cognitive system

Introduction

Singing is a primitive way of music realization previous to any 
kind of instrumental music [6], probably older than speech [2]. But 
the ability of communicating by means of sounds is considerably 
evolutionary older than singing and speech [7]. The observations 
of contemporary living primate and other mammals indicate that 
these means of sound communication are partly shared [3, 8]. It 
is a result of the fact that in the brain evolution separate layers 
appeared, with distinct functions and over-growing the older 
structures but not replacing them, the older functions have been 
preserved [9, 10]. The phylogenetically newer brain structures (for 
example the prefrontal cortex) control evolutionary older struc-
tures connected to motor, emotional and cognitive functions [11].

In this perspective singing contains different degrees of mo-
tor, emotional and cognitive elements which are universal for the 
separate taxa (Mammalia – class, Primates – order, Hominidae 
– family, Homo – genus, Homo sapiens – species). In fact some 
of special forms of the human sound expression allow com-
munication with other species (e.g. so called the pet – directed 
speech) [12]. Also many Homo sapiens behaviors in answer to 
sound stimuli show similarity to the animal’s reactions. On the 
other hand, the exceptionality of the human musical behaviors 
and adaptive character of music suggest existence of the set of 
specific sound features which are exclusive to Homo sapiens 
and independent of culture [13]. One of these are the tonality 
and isometry which are music features strongly connected with 
emotion expression and which emerged as a result of natural 
selection. These features are absent in other kinds of the hu-
man sound communication. Of course a lot (perhaps majority) 
of musical information are specific to particular culture. Humans 
use all of these ways of communication in singing.
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The singing and emotions

The human transmits various information such as spatial loca-
tion, the structure of the body, sexual attractiveness, emotional 
states, cohesion of the group by means of sound carriers [14]. 
Some of them are present in all sound messages, other are con-
nected only to some specific ways of man’s sound expression. 
The singing is apart from speech one of more interesting forms 
of the man’s sound expression. Obviously, the speech transfers 
mainly the semantic information whereas information carried by 
singing is more difficult to characterize. According to Darwin’s 
opinion,”The human musical faculty must be ranked amongst 
the most mysterious with which he is endowed” [15]. In the 
western musical tradition, singing is understood as a form of art 
constructed by particular community in arbitrary way. However 
the basic function of singing is emotional communication between 
members of human community.

Philosophers, composers and musicologists affirmed many 
times that emotions are strongly related to music. Nevertheless, 
music was frequently assumed to express or represent emotions 
only [16] increasing evidence indicates that music represents 
a mode of direct emotional communication [17]. It was found that 
the emotions are activated in the brain in almost every music 
processing stage [18].The specific musical course can cause 
the changes in heart beat frequency and breath rate which indi-
cates autonomic nervous system activation. Such physiological 
phenomena as well as concurrent motor and cognitive reactions 
[19] strongly influence emotion coding during singing.

In addition, the singer’s emotional experience activates similar 
emotions at recipients better than instrumental realization of 
musical piece. It happens because the physiological changes 
of particular emotions (e.g. changes of breath rate dependent 
on fear level) impact on the voice feature [14, 19]. The close 
relationship between singing and emotions is probably a result 
of music adaptive function [1, 2]. The adaptive function of music 
represents a field of considerable discussion in the literature. For 
example Darwin proposed that music like bird’s songs is important 
in the human mating [15]. In accordance to this conception the 
singing provide information of singer’s attractiveness.

A second possibility for the adaptive function of music con-
cerns its important role in increasing group integrity and consolida-
tion [20, 21, 22]. Another adaptive function of singing derives from 
its crucial role in the care giving [23, 24, 25]. The above described 
phenomena have adaptive character because connected to them 
emotions make it possible to evaluate the biological importance 
of stimuli and to release the particular pattern of behaviors. If 
singing would have to inform about sexual attractiveness the 
particular features of song performances claim performer’s fit-
ness [26] and induce specific emotional reaction at listeners. In 
the second case, singing can consolidate group, for example by 
means of rhythmical synchronization or keeping tonal relations 
which evoked positive emotional reactions. In turn listening to 
a well synchronized loud singing of enemy’s group evokes fear 
and awe. This function is present in the tribal warrior songs. The 
direct relationship between particular features of singing and 
babies’ emotional reaction is observed during presentation of 
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lullabies [27]. It is possible that particular biological functions of 
music reach one to another and in different degree determinate 
the character of emotional expression in singing.

The evolutionary old layer of sound communication existing 
in speech and other spontaneous forms of sound communication 
plays an important role in arousing emotion by means of singing. 
Additionally, due to the common evolutionary sources of various 
forms of sound communication the emotional expression in sing-
ing has a hierarchic order. In this hierarchical system the most 
basic and effective in evoking emotional reaction are probably 
evolutionary older elements and the most subtle are these which 
were acquired in process of socialization and are conventional. 
Therefore primitive affective vocalizations are considered as 
information more authentic and are felt more truly than conven-
tional and ritual information [19].

The evolution of emotional 
communication by means of sounds

The emergence and evolution of emotions is related to movement 
activity control [11]. The emotions make possible a selection 
of particular motor response in real environmental situation. 
Additionally the emotional communication allows recognizing 
emotions of different individuals and presenting one’s own emo-
tions. Therefore emotional communication is also adaptive. The 
emotional reaction to sound stimuli is universal among vertebrates 
and developed particularly among mammals. The elementary, 
evolutionary old and short-lasting affective states (for example 
the reaction of fright, disgust, pain, hunger) are processed by 
relatively simple neuronal circuits, which are localized on the 
lower parts of the central nervous system (for example on brain 
steam) [28]. The evolutionary newer emotions such as fear, 
anger, sadness, happiness are related mainly to limbic areas 
and trigger affective and cognitive reactions. These emotions 
have the common neuronal basis and generally do not show the 
significant interspecies differences among mammals [29, 30]. 
For the evolutionary newest emotional phenomena (sometimes 
called feelings) such as shame, feeling of guilt, remorse, empathy, 
romantic love, pride, the activation of cortical areas is necessary 
and essential [31].

The emotions can be activated and modified in various range 
by simple and/or complex sound stimuli [19, 35]. The emotional 
evaluation of sounds which come from environment and are 
connected with situations essential for survival (for example 
the sounds of attack and escape) has an adaptive value. The 
short, sudden, loud and low sound from loudspeakers arouses 
the reflexive reaction of surprise strong enough that it is difficult 
to inhibit this reaction even if the situation is not danger (for 
example during movie show in cinema). Also, the singer’s emo-
tions impact on his or her vocal apparatus functions in such way 
that listeners can recognize emotional state of a performer. In 
the case of high intensity of emotion the concurrent changes of 
muscles tension (for example of larynx muscles) as well as the 
increase of pressure in respiratory tracts directly and strongly 
influence produced sounds feature. It makes possible to evaluate 
the emotional singer’s state.

Some of the emotions (for example sadness, anger, hap-
piness) affect vocal expression significantly [14, 19]. Each 

of these basic emotions has a characteristic vocal acoustic 
signature [34]. Also the easiness of particular emotion expres-
sion differs from each other, which has adaptive reasons. For 
example the vocal expression of fear and anxiety is particularly 
clear in Homo sapiens species. The distinctive vocal expres-
sion of fear is adaptive because it facilitates and accelerates 
community members’ reaction to approaching danger. On the 
contrary disgust is an emotion which is difficult to express by 
means of sounds [19].

The close and evolutionary old relationship between motor 
and emotion functions in vocal expression shows that the expres-
sion of emotion in singing has a motor nature. It was found that the 
even seemingly passive perception of music generates activation 
of motor cortex [32]. Also the intensity of emotion expression 
by means of sounds and gestures has the same direction (for 
example the pace of gesticulation and pace of musical course) 
[36] which additionally prove motor nature of emotion. It shows 
that the relationship between motor nature of singing and some 
metaphorical descriptions of musical phenomena related to rate, 
space and emotions (for example fast-slow music, high – low 
pitch of sound, violent- gentle melody) has not only cultural but 
also neurobiological and evolutionary reasons.

The hierarchic structure of emotional 
communication in singing

Singing like speech has two levels of phonological organization: 
segmental and suprasegmental [33]. The single tone at the seg-
mental level in music is analogous to the phoneme in speech. 
The relative pitches of sound and relative time of duration are 
distinctive features of these smallest musical elements (musical 
phonemes). Obviously different sensational properties such as the 
timbre or loudness exist also on this level of music organization, 
however their modification does not change melody prototype. 
The timbre and loudness have however a great influence on the 
content of emotional meaning [34]. At the suprasegmental level 
individual units are put together to melodies.

In our opinion the way of emotional information coding in 
singing is compatible with the sequence of processing in hu-
man’s nervous system. Hierarchical pattern of processing sound 
information in human cognitive system [4] allows assuming that 
singing may induce in the recipient both basic emotions and 
more complex reactions, linked to altered mood or induction of 
emotions. The basic and evolutionary old function of emotion 
is making a motor decision by organism according to biological 
meaning of environmental stimulus [11] (for example: avoidance-
attraction or attack-escape behavior). Therefore the basic attribute 
of emotion is a valence. This kind of information is coded at 
the segmental level. Apart from valence at the segmental level 
the information about kind of emotion are coded. This informa-
tion is attributed to sound of specific profile. Single silent and 
low sounds are usually connected with sadness. The emotional 
information coded in singing trigger affective response already 
at the beginning of processing, which are in turn controlled by 
evolutionary younger structures. But if the particular pattern of 
affective answer on sound emotional stimulus is evolutionary old 
and strongly preserved in the subcortical structures, it is difficult 
to inhibit it by brain cortex [11].

^ BAMS kolor.indb   81 2011-10-11   13:01:41



D
iagnostics

82 Human singing as a form of bio-communication

The intensity is another important characteristic of emo-
tion. Also in singing the information about intensity of emotion 
is transmitted [35]. It is interesting that the singer can easier 
manipulate of emotional intensity expression than suppress 
particular emotion. This has a neurobiological reason. When 
the neuronal circuit processing of particular emotion is already 
active the full cognitive control of affection is not possible. The 
coding of the intensity changes of emotion is possible at supra-
segmental level and consists in production of sounds with distinct 
parameters in time as well as their frequency. The most effective 
in the coding of the intensity changes of emotion is the use of 
dynamic changes and changes of musical tempo. The increase 
of emotion intensity is well coded by crescendo and accelerando, 
while decrease by decrescendo and diminuendo. Like in singing, 
the coding of emotion intensity is possible in speech as well as 
in prelingual systems of sound communication. This type of the 
emotion coding is present at various mammals. The emotional 
meaning of animal calls is comparable to specific dimension of 
human music, namely its expressive dynamics [8]. The express 
dynamics are best modeled by continuous variables in sharp 
contrast to the coding of emotional categories.

The majority of ways of emotion coding in singing described 
above are independent of culture. Of course, apart from these 
universal features of emotional expression the possession of 
culturally specific information is necessary to communicate emo-
tions by means of singing [34]. The cultural information induces 
emotions and simultaneously activates cognitive processes in 
various degrees. The listener’s cognitive engagement depends 
both on the kind of cultural information and his or her experi-
ence. Both universal and cultural features of singing induce 
emotions in a distinct way. However, because in the particular 
musical course these features are inseparable, it is difficult to 
estimate the qualitative and quantitative importance of them in 
the emotional communication.

Conclusion

The understanding of the way in which emotions are coded in 
singing may be helpful both in musical didactic work (indicating 
which of the performance elements our attention should be 
focused on in order to obtain desirable effects in listeners) as 
well as in the analysis and interpretation of music, which lacks 
until now any objective tools for the evaluation of emotional 
content of music. Studies on emotional expression in singing 
require that knowledge resources are applied from the area of 
humanistic arts (theory of music, history and esthetics of music, 
musical analysis, musical semiotics, cultural anthropology) as 
well as from natural sciences (biology, psychology, neuropsychol-
ogy). Technical progress in imaging of cerebral functions and 
growing knowledge on functions of nervous system structures 
linked to human cognitive functions open potential for employing 
advances in natural sciences in musicology and to verify the till 
now accepted views.
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Abstract: Among many available methods used in clinical practice to treat cancer tissues, Photodynamic therapy (PDT) is 
a relatively new tool. PDT is an enhancement of chemotherapy. To destroy cancerous tissue, photosensitizer (PS), oxygen (O2) 
and light – three crucial elements of PDT – have to work together to produce sufficiently high concentration of cytotoxic reagents, 
reactive species of oxygen (ROS), mainly singlet oxygen 1O2. To effectively generate 1O2, light intensity needed for the activation 
PS should achieve appropriate value in the place of the location of PS within the cancerous lesion. In pigmented cancers amount 
of melanin is larger than in normal tissues due to proliferation of melanoma cells. Melanin strongly absorbs light and attenuates 
its intensity. To investigate the influence of melanin on PDT efficiency, a seven-layer computer skin model was proposed and 
tentatively examined in this work. Influence of melanin on light intensity distribution was simulated with Monte Carlo method. For 
some fluence rate values (50,100,150 and 200 mWcm-2) the computer simulations of PDT effect using parameters of porphyrin 
photosensitizer (tritiolyloporphyrin, λex=650 nm) and kinetic schema of PDT based on Jablonski diagram were analyzed. Simula-
tions have shown that fluence rate values strongly modify efficiency of therapy and in the case of low fluence rate values deeper 
laying cancerous cell would not be killed due to too low 1O2 production. Additionally it was shown that the problem of estimation 
of melanin content in tissue can be solved by measurement of diffuse reflectance of skin.
The possibilities of further development of the model were also briefly discussed.
Keywords: photodynamic therapy, melanin, skin, light transport, Monte Carlo, modeling

facilitate the diagnosis have been published [1]. All of the above 
mentioned methods are based on the spectral properties of 
melanin, because color of the pigmented skin lesions is used to 
identify the kind of the lesion and its spreading. This inspection 
allows to choose the area of therapy, in case of photodynamic 
therapy (PDT), area of lightening.

Photodynamic therapy is a kind of chemotherapy which uses 
the light to excite drugs, photosensitizers (PS) to produce Reac-
tive Oxygen Species (ROS) which are factors destroying cancer 
cells. The effectiveness of ROS production strongly depends 
among others on the light intensity in the place of PS localization 
inside the tissue i.e. on optical properties of melanin and skin as 
a whole and of properties of the PS itself [5].

PDT is seen as a promising alternative in the treatment of 
melanomas, despite the strong absorbing properties of melanin 
in a UV-VIS range and its protecting properties against ROS [6]. 
Many of PS, absorbing in various spectral area, were tested 
against melanoma cells, the experiments have been shown 

Introduction

Skin cancers are a growing problem in the world. Amongst 
many kinds of skin cancer, cutaneous malignant melanoma 
(simply melanoma) is the most dangerous and its occurrence 
systematically increases. Melanoma detected at early stages 
of development (no metastasis) is curable close to 100% but 
precise diagnosis is very difficult because the early melanoma 
often resembles another pigmented lesions [1, 2]. The non-
invasive methods which can provide quantitative, physically and 
physiologically meaningful measurements of tissue properties 
are an attractive tool for the study, diagnosis and treatment of 
these cancers. Among existing methods which could be used to 
this purposes, it seems that the most promising are the optical 
ones. The optical methods of diagnosis, such as direct visual 
inspection, dermoscopy together with epiluminescence micros-
copy are the methods which are used in everyday dermatological 
practice [3, 4] and some atlases of dermoscopic images which 
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effectiveness of PDT procedure in killing melanoma cells [7, 8, 
9, 10, 11].

PDT is a rather complicated kind of therapy, its success being 
related to availability in place of action of three elements light, 
PS and oxygen (3O2) which have to cooperate to produce the 
sufficient amount of 1O2 within tissue to effectively kill cells. To 
quantify the PDT effectiveness the quantity called ROS threshold 
value (ROSth), denoting the quantity of ROS species necessary 
to kill the cell, is introduced [12]. In a case of so called II-type 
PDT, ROSth could be determined as appropriate 1O2 concentration. 
There is the simple rule of thumb for PDT dosimetry [12] which 
takes into account all the essential components of therapy and 
specifies the depth of tissue necrosis and quantity generated 
ROS during PDT:

ROSth=E0 ktexp(-znecr/δ)CbΦT ΦΔ fR (1),

where E0 [W/cm2] – irradiance treatment light onto the tissue 
surface; t[s] – exposure time for used light; δ [cm]   optical 
penetration depth of used light; k [dimensionless] – augmenta-
tion of light at surface due to backscattering; znecr [cm] – depth 
of necrosis zone, e [cm-1/(mg/g)] – extinction coefficient of PS, C 
[mg/g] – concentration of PS (per g of tissue); b [ph/J] – conver-
sion factor, b=λ/hc, where h is Planck constant, c – light velocity 
in vacuum [m/s], λ – wavelength in nm; ΦT [dimensionless] – 
quantum efficiency for PS triplet state formation, ΦΔ – quantum 
efficiency for 1O2 formation, which depends on 3O2 concentration; 
fR –fraction of oxidizing species that attack critical cell sites; ROSth 
[ph/cm3] – threshold value of oxidizing species concentration 
leading to cell death. 

All components in the eq (1) must be determined separately. 
The PS concentration is usually measured using fluorescence 
[13], while the electrochemical methods are used to determine 3O2 
[14]. Light fluence rate (photon concentration) can be calculated 
by solving Radiative Transfer Equation (RTE) 

1
v

 ∂L(r,s,t)
∂t 

  = –s∙∇L(r,s,t)–(μa+μs)L(r,s,t)+μs ∫4π  
L(r,s,t)p(s,s) dΩ(s)+Q(r,s,t)       (2),

where L is a radiance, r – position vector, s – direction vector, 
p(s’,s) – scattering phase function, μa – absorption coefficient, 
μs- scattering coefficient, Q – source function, v – light velocity 
in a medium, [15]. Some attempts are being taken to determine 
the 1O2 directly using its 1270 nm specific luminescence [16].

Many methods of different scope of applications were devel-
oped to solve RTE and to calculate the distribution of radiation 
field within tissues [17], among them special position occupies 
the Monte Carlo method, which have been used extensively in 
simulation light transports due to its simplicity and elasticity [18]. 
This method is also used in this work. 

The main goal of this work was to investigate the influence 
of melanin content on the effectiveness PDT via its influence 
on fluence rate values. The work is divided into two parts, in 
the first part of the work the influence of melanin content on 
intensity distribution within normal and melanized skin rep-
resented by optical multi-layer model was simulated, in the 
second part kinetic behavior of PDT important species was 
investigated. Kinetic schema of PDT was analyzed based on 

Jablonski diagram describing the main PDT events. The cal-
culations were made for one of PS belonging to porphyrines 
family, tritolyloporphyrin (TD) [9]. 

Materials and Methods

The PDT simulation model 

In the II type of Photodynamic Therapy (II-type PDT) ROSth 
concentration is identified with 1O2 concentration which have to 
exceed a certain threshold dose in cell to kill it. The cell survival 
determines the PDT outcome. To determine 1O2 concentration, 
the coupled rate equations describing interactions between the 
PS, 3O2, intracellular targets and light fluence rate must be solved. 
In the considered model it is assumed that the initial concentra-
tions of 3O2 and PS are given, but to obtain fluence rate values 
inside skin the RTE must be solved for given optical properties 
of postulated tissue model.

Basic photophysical and photochemical processes involved 
in type II PDT are shown in Fig.1.The Jablonski (energy levels) 
diagram summarizes the formation and decay of 1O2 produced 
during the II- type PDT [5, 19]. The created 1O2 reacts with 
intracellular targets and these reactions cause the cell-de-
stroying events. 1O2 can also react with PS itself leading to 
self-destruction of PS (the so called photobleaching process) 
and could also be deactivated by radiation processes. Because 
of its high reactivity, 1O2 has a short lifetime in tissue, usually 
less than 0.01 – 0.04 μs in a biological environment, and its 
diffusion distance is about 10-20 nm, which is important for 
the sake of patient’s safety. PDT is local therapy with small 
incidental effects [5].

Fig. 1. Jablonski diagram of 1O2 formation and decay during 
type-II PDT. S0-ground state of PS, S1- singlet excited state of 
PS, T1- triplet state of PS, 3O2- ground state of oxygen, 1O2- sin-
glet oxygen, CT-cellular targets, ki – rate constants for process-
es considered in model; reactions form are given below. k0-rate 
constant of excited singlet state of PS (S1) formation from 
ground state of PS (S0); kf- fluorescence rate constant, kISC- rate 
constant of intersystem crossing process, kp- phosphorescence 
rate constant, kT-rate constant of 1O2 formation (energy transfer 
from PS triplet state to 3O2), kPb- photobleaching rate constant, 
kL- rate constant of 1O2 luminescence (λ=1270 nm), kox- rate 
constant for oxidation of cellular targets(CT). 

The sequence of kinetic reactions associated with photo-
chemical processes involved in II-type PDT is given below: 
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where hνe, hνf , hνp, hνL are photon energies of exciting, fluores-
cent, phosphorescence and 1O2 luminescence radiation respec-
tively, h – is a Planck constant, ν – frequency of radiation. Sox and 
CTox are products of irreversible oxidation of PS and CT(cellular 
targets) by 1O2, respectively. Other symbols in equations have 
the same meaning as in Fig.1. The rate constant k0 (in Eq.3) is 
given as 

k0=σϕ    /    (hνex) (11), 

where σ [cm2] is absorption cross section of PS ground state and 
σ[cm2]=3.82 x 10-21 ε   (12), where ε is extinction coefficient, Ф 
[Wcm-2] – radiation fluence rate, hνex – excitation photon energy 
(in J). 

Based on reactions involved in II- type PDT (eqs.3-10) and 
using the mass action law, the rate equations system can be 
derived and used to analyze the intracellular photochemical 
processes in PDT [20]. Presented model is composed of six 
equations (six state variables, their concentrations are denoted 
by []) and has the following form: 

The system of coupled ordinary differential equations (ODE) 
13 to 18 which describes time behavior of all species engaged in 
PDT was solved using COPASI system [21]. COPASI (Complex 
Pathway Simulator) uses LSODA solver (Livermore Ordinary 
Differential Equations Solver) to solve systems of ODE, includ-
ing stiff systems. Some additional calculations were performed 
using Matlab’s (Mathworks Inc) ordinary differential equations 
solver ODE15S for stiff systems of ODE.

In the model the reaction rates ki remain constant for a given 
kind of PS depending on the photochemical properties of PS, 
but k0 in this model must be calculated. The k0 value at position 
r inside tissue depends on fluence rate value (eq.3, 11) at that 

position for given excitation wavelength, which is a function of 
tissue optical properties. The calculation of fluence rate values 
within melanized tissue requires solving of the light transport 
problem in such tissues.

light transport trough melanized tissue

Theoretical modeling of light propagation in biological media 
is usually based on Radiation Transport Theory (RTT) [15]. In 
frames of RTT, optical properties of tissue are described by 
parameters characterizing interaction of photons with tissue 
structures: absorption and scattering coefficients and phase 
function. These parameters are functions of wavelengths [22].

Optical properties of skin layers

Generally skin optics is very complicated by the facts that skin 
is an irregularly shaped, inhomogenous, multi-layered structure 
and has anisotropic physical properties [24, 25, 26]. As shown in 
Fig. 2, skin represents a complex heterogenous medium, where 
spatial distribution of main chromophores, blood and melanin are 
variable with depth. The optical properties of skin components 
on each level differ significantly depending on their physico-
anatomical characteristics. It is possible to define the separate 
anatomical regions where the skin cell structures, chromophore 
content and blood concentration are roughly constant. This fact 
allows us to approximate skin as a multi-layered medium contain-
ing few layers. Each homogeneous layer has spectral absorp-
tion and scattering coefficients depending on its chemical and 
physical structure. This approach is universally used and skin 
model considered in this work is similar to previously described 
in literature, spectral dependence of optical parameters for indi-
vidual skin layers as is described below are taken from various 
experiments conducted not only on human skin, but also on rat 
skin and skins of other animals [24, 25, 26]. 

Fig. 2. Schematic diagram of skin in cross section showing the 
main optical interactions between light and skin components. 
The light passes through the thin stratum corneum into epider-
mis. The epidermis propagates and absorbs light, absorption 
comes from melanin, the scattering in the forward direction to-
wards the dermis (Mie scattering) is caused predominantly by 
cell membranes and nuclei. Next light propagates into dermis, 
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where light is multiply scattered by collagen fibers (Mie scat-
tering) and cell organelles (Rayleigh scattering). In dermis the 
light absorption is due to hemoglobin presence. Subcutaneous 
fat only scatters light.

The outermost section of skin is stratum corneum approxi-
mately thick 0.01-0.02 mm. It is often considered a part of epi-
dermis and it is composed from dead cells [25, 27, 29]. Light 
absorption in this layer is very low. The top layer epidermis 
(sometimes called epithelium), thick 0.027- 0.15 mm is formally 
composed of five layers [25, 28, 29]. It is the most interesting 
layer from our point of view, because melanin is produced in this 
layer, in its deepest sub-layer, so-called stratum germinativum 
(stratum basale). Epidermis does not contain any blood vessels. 
Spectral properties of epidermis in UV-VIS depend on its melanin 
content. There are two types of melanins brown/black eumelanin 
and red/brown pheomelanin [25, 28]. Skin color is predominantly 
associated with presence of eumelanin (pheo-/eumelanin ratio is 
about 1/8, but varies from individual to individual) and above all 
depends on the fraction of epidermis occupied by melanosomes, 
organelles containing melanin. That fraction varies from 1% to 
3% in Caucasians but in dark Africans it goes up to 43% [25, 28].

The lower skin layer, dermis, is a 0.6-3 mm thick structure 
divided into two sub-layers: the papillary dermis and the reticular 
dermis [25, 27, 29]. The dermis is mostly comprised of col-
lagen (70%), vessels and fatty tissue. Absorption in this layer is 
dominated by a natural chromophore of blood cells hemoglobin, 
which appears in two forms: oxygenated (in arteries 90%, in veins 
about 47%) and deoxygenated. Each of these forms has a little 
different absorption spectrum. The volume fraction of blood in 
tissue changes from 0.2% to 7% [25, 29]. The last layer is the 
hypodermis, subcutaneous tissue which is not considered a 
part of skin. It can be up to 3 cm thick. It is built form white fat. 
Absorption in this layer is negligible [25, 29].

Melanoma begins with a proliferation of alternated mela-
nocytes, which may penetrate the basement membrane of the 
epidermis and invade the deeper skin layers, dermis and at the 
end, the subcutis [1]. In metastasis, melanoma spreads to remote 
sites in the organism. The development of melanoma changes 
significantly the distribution of the pigment in skin layers and this 
fact must be taken into account in the model of light propagation 
through appropriate modification of the absorption properties of 
invaded skin layers. The process of creating changes of pigment 
distribution within the skin, characteristic for the progress of the 
pigmented melanoma, is pictured in Fig. 3.

Fig. 3. Skin melanoma development from normal skin. Dividing 
melanocytes migrates from the epidermis into other skin layers. 
The proliferation of melanotic cells changes the optical proper-
ties of neighboring skin layers increasing their absorption.

Optical model of skin

To simulate the interaction of light and skin, optical parameters 
of skin layers must be calculated. Each of the optically homo-
geneous layer has its own spectral absorption and scattering 
properties depending on its structure and composition. As men-
tioned above, the data necessary to perform simulations of light 
transport in tissue are collected from literature [23, 24, 25, 26] and 
the presented model is similar to previously reported in literature, 
especially in the computer graphics, in modeling skin reflectance 
and skin rendering [29, 30, 31, 32]. Optical characteristics of skin 
layers in considered model are given below.

The stratum corneum is a low absorbing skin layer. Its ab-
sorption changes when it is invaded by melanocytes during 
melanoma development. There are no data about content of 
melanosomes (or melanin itself) in this layer during invasion 
but a visual inspection allows as to assume that it is no more 
than 8%.The absorption coefficient of stratum corneum can be 
estimated as:

μa
strcor (λ)=(fskinb )(μa

skinb (λ))+(1–fskinb )(μa
mel (λ))      [cm-1]   (19),

where μa
skinb (λ) is an absorption coefficient due to presence of 

absorbers other than melanin and hemoglobin, μa
mel (λ) is absorp-

tion coefficient of melanosomes, fskinb is volume fraction of these 
absorbers in layer. Spectral dependence of μa

skinb (λ) and μa
mel (λ) 

are given below.
The epidermis absorbs light depending on amount and type 

of melanin in the skin. Absorption coefficient for epidermis is 
assumed as:

μa
epid (λ)=(fmel)(μa

mel (λ))+(1–fmel )(μa
skinb  (λ))      [cm-1]   (20),

where μa
mel  (λ) is an absorption coefficient of melanin, fmel is the 

total volume fraction of melanin in the epidermis, μa
skinb (λ)- ab-
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sorption due to other components, λ - the light wavelength. The 
spectral dependence of μa

mel  (λ) and μa
skinb (λ) are described by 

power laws:

μa
mel (λ)=(6.6x1011)(λ(-3.33)) [cm-1]  (21),

μa
skinb (λ)=(7.84x108)(λ(-3.255)) [cm-1]  (22) [25, 26, 30, 31].

The baseline absorption approximation formula is based on 
measurements of bloodless rat skin (omitting the hemoglobin 
and melanin absorption) and it was assumed that it has the 
same form for both epidermis and dermis [25, 26], in this work 
is assumed that this formula applies also to stratum corneum.

The absorption coefficient for dermis combines similar to 
epidermis the baseline absorption coefficient and a blood absorp-
tion coefficient and is given by formula:

μa
der (λ)=(fblood)(μa

blood (λ))+(1-fblood )(μa
skinb (λ))    [[cm-1]      (23),

where fblood  is an average volume fraction of blood over the whole 
body, which is not the case in reality, particularly in melanomas. 
Typical value of fblood  0.2% , in skin it is likely to be about 2-5% 
[17]. The principal pigment of blood is hemoglobin and its normal 
concentration in blood is 150g/liter. In case of melanoma this ex-
pression is modified by including an additional element including 
presence of melanocytes in dermis as it is suggested in Fig. 3.

μa
der (λ)=(fblood)(μa

blood (λ))+(1–fblood )(fmel)(μa
mel (λ))+(1–fblood ) 

 (1–fmel)(μa
skinb (λ))    [[cm-1]   (24),

The μa
blood(γ) has two components connecting to two forms 

of hemoglobin oxy- and deoxyhemolgobin (HbO2 and Hb) which 
have slightly different absorption bands. Fraction of hemoglobin 
in blood γ is connected to blood hematocrit Hγ , where is the 
volume fraction of erythrocytes in total volume of all blood cells, 

and is the volume fraction of hemoglobin in erythrocytes. This 
difference between FHb and FRBC is omitted because in the con-
sidered wavelength region the differences in absorption between 
two forms of hemoglobin are negliglible. Water absorption is only 
important in NIR (Near Infrared) area of wavelength [35] and its 
participation is omitted here.

Scattering properties of skin are modeled by a combination 
of the Mie and Rayleigh theory. The total skin scattering coef-
ficient as μscat

tot  (λ) a function of wavelength λ is described by the 
following formula:

μscat
tot  (λ)=μscat

Mie (λ)+μscat
Ray (λ)=(2x105) λ-1.5+(2x1012) λ-4 cm-1    

     (26),

the scattering coefficient, where μscat
Mie (λ) describes Mie scattering 

behavior and μscat
Ray (λ) the Rayleigh scattering. From experiments 

it is known that Henyey – Gernstein (HGPF) phase function pHG 
(cosθ ) fits well the scattering behavior of epidermis and dermis. 

pHG (cosθ )=             
(1–g2)

   (27), 
                     2(1+g2–2g cosθ )3⁄2) 
where θ is a scattering angle [25]. The reduced scattering co-
efficient is defined as μscat’ (λ)=μs (λ)(1–g) (28), where g is an 
anisotropy factor (mean cosine of deflection angle ) and it takes 
in the range g= 0.7-0.95 [25]. Backward scattering in epidermis 
is week, for the wavelength dependence anisotropy factors for 
epidermis (gepi) and dermis (gder) was assumed as gepig ≅ gder 
0.62+0.29x10-3 λ (29) [25, 26].

The skin model considered in this work consists of seven 
layers. Values of optical parameters for each of considered skin 
layers in wavelength were calculated for several wavelength 
values from the scope between 620 – 670 nm. The optical pa-
rameters of skin layers used in fluence rate simulations for normal 
skin are shown in Table 1.

Layer d x10-4(cm) μs x10( cm-1) μa x10( cm-1) g n
Stratum corneum 20 100 0.8 0.9 1.5
Epidermis 80 60 0.15 0.85 1.34
Dermis I(papillary) 150 30 0.07 0.9 1.39
Dermis II(upper blood) 80 35 0.1 0.95 1.4
Dermis III (reticular)) 1500 25 0.05 0.76 1.39
Dermis IV (deep blood) 80 35 0.15 0.95 1.4
Subcutenous fat 6000 15 0.075 0.8 1.44

Tab. 1. The optical parameters of the seven-layer human skin model. The parameters were used in the calculation of fluence rate 
distribution. d – thickness of the layer, μa – absorption coefficient, μs – scattering coefficient, g – anisotropy factor, n – refraction 
index. (λ=650 nm)nm. Data were calculated using equations (19-29). Same values were taken from literature [22, 25, 29, 31].

The progression of melanoma was taken into account through 
the change of absorption coefficient values of the skin layer, ac-
cording to rise of the amount of melanin in the layer as is shown 
in Fig. 3.The simulations of light fluence rate distribution (eq.2) 
were performed using Monte Carlo method. In the simulation 
two public domain codes MCML and CONV written in C were 
used, details of the codes are described in [12, 32, 33]. Results 
were visualized using the Matlab. All calculation were done on 
PC computer (2GHz, dual core with 4Gb RAM).

Results

The essential purpose of the work was the theoretical exami-
nation of the modifying influence of the melanin content on ef-
fectiveness of PDT in the treatment of melanoma. The preliminary 
calculations of normal skin optical properties using presented 
skin model for chosen wavelengths between 620-670 nm have 
shown that their values practically differ to a little extend. Only 
change of melanin content in the skin layers due its absorbing 
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Fig. 4. Absorption coefficient of epidermis as a function of per-
centage content of melanin. Values calculated using formula 
(20). Inset. An absorption coefficient of epidermis at chosen 
wavelength (λ=650 nm) is a linear function of melanin content.

properties strongly modifies light distribution within the tissue, 
influences on receiving by light intensity the level necessary for 
effective cell killing. During the development of melanoma the 
amount of melanin containing cells in skin layers increases and 
therefore as a result strongly changes the optical properties of 
tissue. Dependence of absorption coefficient of epidermis on 
melanin content is shown in Fig. 4.

Fig. 5. Monte Carlo simulation of fluence rate distribution (pho-
tons λ=650 nm) in seven layer skin model with different content 
of melanin. Upper: The strongly melanized tissue (30,70,15). 
Lower: Normal skin (8,15). Parameters of simulation are given 
in Table.1. The degree of invasion, is taken into account by 
change of absorption coefficient value of the layer in Table 1. 
New values of μa (in cm-1) are shown in parentheses, first value 
refers to stratum corneum, second to epidermis, third to pap-
ilary dermis, other values of μa, μs g and n remain unchanged. 
Fluence rate Frz (r,z- cylindrical coordinates, z-depth, r-lateral 
position) is given in logarithmic scale. Monte Carlo simulation 
were performed for infinitely narrow beam (point source), inci-
dent light beam perpendicular to tissue surface positioned (0 in 
z, r scale). Number of photons 106, cylindrical symmetry (z, r) 
used, resolution: step dz=2*10-5 (1000 steps), dr 2*10-4 (500 
steps).

Strong melanin absorption suggest for wavelength below 
600 nm suggests that potentially effective anti-melanoma PS 
should absorb above 600 nm where the absorption coefficient of 
melanin is relatively low. Such a PS should also have a relative 
high value of extinction coefficient in this wavelength area to be 
able to absorb light on large depths in the tissue to a consider-
able degree. The compounds that fulfill this conditions belong 
for example to the family of porphyrines or phtalocyanines. Both 
classes of PS were already tested as potentially promising dyes 
in PDT of melanomas [34, 35].

Influence of various melanin content on light fluence rate dis-
tribution in considered seven-layer skin model is shown in Fig. 4.  
and Fig. 5. Monte Carlo simulations of fluence rate distribution 
were performed using optical parameters (λex=630, 650 nm) 
taken from Table 1. The progress of melanoma manifesting in 
darkening of tissue invaded by the cancer, was taken into ac-
count in simulations through the change of optical parameters 
(absorption coefficient) in the considered skin layers in Table 1. 
Fig. 5B shows the fluence rate distribution in normally melanized 
skin, Fig. 5A – the light distribution in pigmented melanoma. 
A strong influence of melanin content on light penetration depth 
(z- direction) and on lateral distribution of scattering radiation  
(r-direction) is observed. The presence of melanin decreases 
both, depth of light penetration and radial range of scattered 
light within tissue. The decrease of the light intensity is particu-
larly strong in epidermis and in upper dermis. Comparing the 
simulation results for normal and melanized tissues (Fig. 5) it 
is noteworthy that in the case of considerable melanized tumor 
deeper lying skin layers would not be penetrated by the light to 
a degree sufficient to excite the PS effectively. 

The strongly nonhomogeneous distribution of the light inten-
sity changes the excitation conditions of the PS inside the tissue, 
so the ability of cell killing by PDT inside the cancer volume. Some 
cell will be destroyed, some not, depending on the light fluence 
rate values. The influence of the light fluence rate distribution 
on the cell killing during PDT (1O2 production) and on kinetics of 
PDT process (eqs. 13-18) was examined using photochemical 
parameters of the PS tritolylporphyrin dimer (TD). 

TD was chosen as a test compound because it was used 
earlier as a potentially effective PDT drug and the parameters 
essential to conduct the kinetic simulations are known for this 
compound [9]. TD has a relatively large extinction coefficient at 
650 nm (ε =7.55x103M–1cm–1), compared with standard compound 
usually applied in PDT such as Photofrin (ε =1.2x103M–1cm–1 at 
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630 nm [36]). Calculation results for TD are shown in Fig. 6. Simu-
lations were being conducted for a few values of excitation rate 
constants k0 corresponding to doses changing from 10 Jcm-2 to 80 
Jcm-2 (at irradiation 100 mWcm-2). Inside the melanoma the light 
fluence rate is attenuated by the presence of additional amount 
of melanin very strongly (Fig. 5A). In the analyzed model this 
situation is represented by different k0 values reflecting changes 
of fluence rate inside the tissue. Influence of k0 value on kinetics 
of 1O2 creation and on killing cells is shown in Fig. 6C and 6D 
respectively. As described in Fig. 6D, to achieve the threshold 
level of generated 1O2 we need the relatively high value of k0. 
For instance, k0=66.7s-1 (Fig. 6D) is too low and not all the cells 
in irradiated volume are killed by generated 1O2. The irradiation 
process should be repeated for such unkilled cells, but the suc-
cess depends also on the oxygen availability and effectiveness 
of its diffusion to the place of photosensitizing reaction because 
the exhaustion of 3O2 finishes the therapy. 

Comparison of the results pictured in Fig. 6A and Fig. 6B 
shows that the relative concentrations of PS and 3O2 plays the 
key role in PDT efficiency. In a case of high k0 values, the 3O2 
consumption and photobleaching process run practically simul-
taneously, but in the case of low k0 value 3O2 depletes as a first 
(Fig. 6B). 

The above described time behavior of PS, 3O2 , 1O2 and CTox 
shows that from the PDT efficiency point of view the situation of 
irradiated melanoma cells in the various places of cancer volume 
could be treated in the simple way considering the k0 values 
dependence on melanin content, and therefore the determination 
of its quantity is a crucial issue.

Since, as mentioned in the Introduction, the evaluation 
of melanoma is of mainly visual character, the solution of the 
problem demands the quantitative determination of amount of 
melanin in tissue.

In earlier works a quantitative relationship between the in-
tensity of the reflectance spectrum of melanin and its content 
in a solid solution was experimentally established [37]. In the 
considered model a similar relationship was established. The 
performed Monte Carlo simulations of diffusion reflectance have 
shown that the intensity of reflectance depends exponentially 
on the absorption coefficient of melanin (at λ=650 nm), that is 
on melanin content, and in consequence on the degree of the 
development of melanoma (Fig. 7). Performing measurements of 
the future patient skin reflectance spectra (normal and melanized), 
it would be possible to estimate the melanization degree of the 
lesion. The knowledge of the melanin content would facilitate the 
decision on the selection of irradiation parameters (power of light 
sources and the time of irradiation). which would give, at least 
theoretically, the certainty of killing all cancer cells.

A separate issue mentioned above is maintaining the oxygen 
and PS on the level guaranteeing the quantity of generated 1O2 
appropriate to kill cells. In the model, concentration of PS and 
3O2 was assumed to be constant. 

Fig. 6. Simulation of fluence rate influence 
on time course of some species engaged in 
PDT. A. [S0] – concentration of PS in ground 
state. B. [3O2] – oxygen concentration,  
C. [102] –singlet oxygen concentration,  
D. [CTox] – oxidized cellar target concentra-
tion. Fluence rate values: k0=66.16,130.3, 
196.6 and 260.6 s-1 corresponding to fluence 
rate φ= 50, 100, 150 and 200 mWcm-2 re-
spectively. Calculations were performed using 
COPASI system [22]. Parameters of simula-
tion: Parameters of simulation: kf=2x107s-1, 
kp=1x107s-1, kL=1x106s-1, kISC=8x107s-1, 
kPb=1.2x1012mMmL-1, kT=1x108mMmL-1, 
kox=1.2x1012mMmL-1 [20], [CT]=10-6M. Pho-
tosensitizer: tritolyloporphyrin dimer (TD), 
λex=649 nm, ε649=7.55x103M-1cm-1, [S0 (t=0)]= 
10-7M, [3O2 (t=0)]= 9x10-4mMmL-1 [9].

Fig. 7. Monte Carlo simulation of skin diffuse reflectance Rd as 
function of absorption coefficient μa in seven-layer skin model. 
The values of μa depend on melanin content in skin layers. Pa-
rameters of simulation are the same as in Fig. 4. Strong depen-
dence of reflectance on absorption coefficient provides the pos-
sibility of diagnosis of the degree of melanoma development on 
basis of reflectance measurement.
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Conclusions

The approach discussed in the work has a general character, as 
it takes into account two main aspects of photodynamic therapy: 
photon density which constitutes the intensity of primary stimulus 
inside the tissue and the local photochemical processes gener-
ated by absorbed light. The first one depends on melanin distribu-
tion inside tissue. Results of simulations for the model discussed 
in the work provide some useful criteria for improving the PDT 
therapy. The model not only suggests the potentially optimal 
anti-melanoma PS compounds but also allows us to calculate 
the distribution of light intensity and estimate k0 values inside the 
tissue when the optical parameters of tissue are known for given 
absorption properties of the PS used. In these conditions the 
model could predict approximately the PDT efficiency. Neverthe-
less, the PDT model considered should be seen as a preliminary 
attempt towards the study of clinically useful PDT dosimetry.

To improve the predictive abilities of the model, some ad-
ditional properties should be taken into consideration: the spatial 
distribution of PS concentration inside the tissue and the problem 
of oxygen concentration and its transport. The PS and 3O2 con-
centrations may be heterogeneous inside the tissue and their 
stationary concentrations are determined through their photo-
chemical reactions and transport. A conclusion to be drawn from 
this observation is that general simulation of PDT for a specific 
site in the tissue should be treated as a problem of dynamic 
optimization, because the rates of photochemical reactions at 
various sites inside tissue simultaneously depend on volume 
distributions of PS and 3O2. The kinetic analysis of photooxidation 
processes leading to cell killing should be also included. In the 
completed model, the influence of 3O2 transport on the kinetics 
of 1O2 transport, that was omitted in the previously described 
model, should be considered in the first place. This requires 
new experimental data.
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Abstract: Fingerprint classification is used by anthropologist in detection of genetic disorders in infants. This paper describes 
application of image processing and pattern recognition methods in classification of fingerprints. Fingerprint classifiers, which are 
part of an automatic system for rapid screen diagnosing of trisomy 21 (Down Syndrome) in infants, are created and discussed. The 
system is a tool supporting medical decision by automatic processing of dermatoglyphic prints and detecting features indicating 
presence of genetic disorder. Images of dermatoglyphic prints are pre-processed before the classification stage to extract features 
analyzed by the Support Vector Machines algorithm. Application of an algorithm based on multi-scale pyramid decomposition 
of the image is proposed for the ridge orientation calculation. RBF and triangular kernel types are used in the training of SVM 
multi-class systems generated with the one–vs–one scheme. The experiments conducted on the database of the Collegium 
Medicum Jagiellonian University in Cracow show the effectiveness of the proposed approach in classification of infants’ fingerprints. 
Keywords: image enhancement, fingerprint classification, support vector machines, medical decision support system

characteristic for a genetic disorder are present together, they 
are indicative of its presence. 

For the detection of Down syndrome a diagnostic index 
was developed called dermatoglyphic nomogram [10]. Diag-
nostic index used in screening tests for the Turner syndrome 
presence was also developed [8]. Both of these indexes 
rely on proper recognition of dermatoglyphic patterns by the 
anthropologist. 

The aim of the work

The aim of the conducted research is to create, basing on gath-
ered data and domain knowledge described in medical literature, 
an automatic system supporting diagnosis process and detecting 
infants’ genetic disorders, in the following ways:
1. System recognizes characteristic combinations of particu-

lar patterns of soles, palms and fingers and on the basis 
of this recognition, infers about the occurrence of genetic 
disorders. It is expected, that the application of this system 
is going to improve treatment effectiveness, i.e. number of 
complications caused by the treatment in the later years of 
infants life is going to be lower.

Introduction

Early detection of genetic disorders in infants, allowing for making 
therapeutic decision and starting a treatment, is largely dependent 
on the ability of carrying out fast and reliable observations and 
obtaining results of these observations. One of the methods of 
detecting genetic disorders is dermatoglyphic analysis carried out 
by an anthropologist. Dermal ridge patterns on fingers, palms and 
soles used in this method become visible at about three months 
and are completed by the sixth month of prenatal development. 
Factors disturbing normal development of fetus may also influ-
ence formation of dermal ridges structures. Down syndrome 
(trisomy 21), one of the most common chromosome disorders 
and Turner syndrome can be detected using dermatoglyphic 
patterns analysis [9, 13]. 

Dermatoglyphic patterns of infants with genetic disorders 
differ from the normal patterns found in healthy population. To 
determine the presence of genetic disorder simultaneous analysis 
of dermatoglyphic prints of fingers, palms and soles is required. 
Presence of a single pattern typical for the particular genetic 
syndrome in any of the considered areas is not indicative of Down 
or Turner syndrome. Many of these patterns can be found in the 
healthy infants. However, when several, or all, of the patterns 
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2. System supports doctor’s work by the analysis of large 
amount of patients’ data and decreases possibility of mak-
ing a mistake during strenuous biometric analyses such as 
counting number of ridges, determining ridges width or cal-
culating ATD angle.

3. System diagnoses presence of the genetic syndromes us-
ing image processing methods, pattern recognition and 
computational intelligence algorithms.

Classification method of fingerprint 
patterns

Fingerprint classification is one of the tasks of dermatoglyphic 
analysis. Many classification methods were developed and de-
scribed in the literature. Classification method used in dermato-
glyphic analysis is called Henry method. It classifies fingerprints 
into five distinct classes called: left loop (LL), right loop (RL), whorl 
(W), arch (A) or plain arch (PA) and tented arch (TA).

Fig. 1. Example fingerprints: (a) left loop; (b) right loop; (c) whorl; (d) plain arch; (e) tented arch.

Classification scheme based on Henry method is a difficult 
pattern recognition problem due to the existence of small inter-
class variability of patterns belonging to the different classes 
and large intraclass variability of patterns belonging to the 
same class. Upper row in the figure 2 shows three fingerprint 
impressions of different topology all belonging to the whorl 
class, lower row in the figure 2 shows from the left impressions 
of the fingerprints belonging to the class plain arch, tented arch 
and right loop. 

In the paper we present a classification scheme based on 
the extraction of fingerprint ridge orientation maps from the en-
hanced images. Vectors constructed from the directional images 
are used for the training of the SVM multi-class algorithms. For 
the induction process of the SVMs RBF and triangular type 
kernels are used.

Fig. 2. The upper row contains patterns belonging to the same 
class but of different topology (large intraclass variability), the 
lower row contains patterns belonging to the different classes 
but of similar topology (small interclass variability).
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Feature extraction

Accurate extraction of features and classification of fingerprints 
depends on the quality of the images containing the impres-
sions [6]. Quality of the impressions is not defined by any objec-
tive measure. It corresponds to the clarity of the dermal ridges 
structure. Impressions of good quality are characterized by high 
contrast and clearly discernible structure of ridges and valleys, 
poor quality impression are of low contrast and ill-discernible 
structure of ridges and valleys.

Factors that can adversely affect the quality of impressions 
are:
 – Presence of furrows interrupting ridge continuity. Although 

high number of furrows on the fingerprint makes the recog-
nition task harder in case of genetic disorders it may be an 
indication of Down’s syndrome.

 – Dry fingers yield impressions of fragmentary ridge structure 
and low contrast.

 – Sweat on fingerprints leads to smudges and false connec-
tions of parallel ridges. 

Fingerprint impressions of low quality complicate the learning 
process of computational intelligence algorithms, and negatively 
influence ability to accurately recognize the patterns. Classifica-
tion accuracy can be improved by image pre-processing of the 
analyzed images which enhances their quality.

Image pre-processing

Image pre-processing of fingerprint impressions consists of 
several stages. First stage is an image segmentation, which 
separates background from the parts of the image where ridges 
are present.

Segmentation algorithm calculates histogram of the entire 
image and on the basis of its value a threshold is selected. Areas 
of the image for which local histogram values are lower than 
the threshold are treated as a background [7]. After the region 
mask representing foreground is determined background area 
is removed from the image. Coordinates of the boundary points 
of the region mask are found. The image is truncated accord-
ing to the boundary points coordinates and than using bicubic 
interpolation resized to the frame of 512 x 512 pixels. In the next 
stage image contrast enhancement is performed using CLAHE 
(Contrast Limited Adaptive Histogram Equalization) algorithm. 
CLAHE divides the image into tiles. Each tile contrast is en-
hanced so that the resulting contrast histogram approximately 
corresponds to the shape of the statistical distribution specified 
as an input parameter for the CLAHE algorithm. Adjoining tiles 
are then combined using bilinear interpolation which smoothes 
inaccuracies on the edges of the tiles. Contrast in the areas of 
homogeneous texture can be suppressed in order to prevent 
amplification of noise always present in some form in the image of 
fingerprint impression created using offline ink method. Last stage 
of the pre-processing is an image quality enhancement using 
a contextual image filtration STFT (Short Time Fourier Transform) 
algorithm [3] which generates information about ridges flow direc-
tions, frequency of ridges and local image quality estimation.

Fig. 3. Image of the fingerprint impression belonging to the whorl class pre-processed  
using contrast enhancement algorithm CLAHE (a), and then by filtration algorithm STFT (b).

Ridge orientation 

Ridge orientation maps are computed using algorithm based 
on Principal Component Analysis and multi-scale pyramid de-

composition of the images [4]. Principal Component Analysis 
is applied to fingerprint image to calculate maximal likehood 
estimations of the local ridge orientations. PCA based estimation 
method uses Singular Value Decomposition of the ensemble of 
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gradient vectors in a local neighbourhood to find the dominant 
orientation of the ridges. 

Algorithm calculating ridge orientation maps uses also a multi-
scale pyramid decomposition of the image, which helps improving 
accuracy of the estimation. Multi-scale approach consists of 
following steps:
1. For the computed gradient field for the particular image 

a Gauss gradient pyramid is created.
2. For every layer of the gradient pyramid, a gradient field is 

divided into local tiles (overlapping or non-overlapping) and 
for each tile a local direction is determined using PCA.

3. Estimations are propagated from the lowest resolution 
level, to the finer levels, up to the highest resolution level

In step 3, the optimal propagation weight is determined by 
the Kalman gain matrix: 

K[n] = M[n | γn] (C[n] + M[n | γn])–1

Value of the propagation weight in this equation is expressed 
in terms of covariance matrix of the estimation error M [n|γn]  and 
the covariance matrix of the noise C [n].

Multi-scale method provides robustness to noise present in 
the image. Examples of the ridge local orientations estimation 
in the distorted areas of the fingerprint impression from fig. 3 are 
shown in the fig. 4a and 4b.

Fingerprint classification with 
Support Vector Machines

In this section SVM algorithm is presented and results of its 
application to the fingerprint classification task are discussed.

Data

Data set consists of 600 fingerprint 8-bit grey scale images. Size 
of the images is 512 x 512 pixels. Classes left loop, right loop, 
whorl arch and tented arch are uniformly distributed in the data 
set and consist of 120 images each. 

Fig. 4. Local values of ridge orientations in the noised areas of fingerprint impression:  
(a) top area of the impression above the upper core of the whorl,  

(b) left bottom area of impression containing left triradius and the lower core of the whorl.

A number of images containing partial or distorted information 
about the class of the pattern for which two or more image copies 
of the same impression were available were registered using non 
rigid registration algorithm and then mosaicked.

Classification algorithm

Fingerprint classification was accomplished using a Support 
Vector Machines algorithm [12]. For multi-class problem an 
ensemble of SVM classifiers is created trained with ‘one-vs-one’ 
voting method. Classifiers are using RBF type kernel functions 
and triangular kernel functions [5]. Triangular kernel function is 
formally expressed:

kT (x,x’) = – || x – x’ ||

It has been proven this function is conditionally positive 
definite [1]. Application of this type of kernel function ensures 
that the optimized problem is convex and obtained solution is 
unique [2]. Kernel function is positively definite, if for any x1, 
…, xn and for any c1, …, cn such that ∑ici = 0, it is satisfied that  

(1)

(2)
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∑i,j ci cj kT  (xi,xj) ≥ 0. Due to the equilibrium constraint  
∑i, αi yi  = 0, this ensures that kT can be used as a SVM kernel [11]. 

Classification results

Training dataset consists of 300 ridge orientation maps calculated 
from the fingerprint images. It contains 60 maps for each of five 
the classes. Dataset used for testing of the SVM is comprised of 
300 ridge orientation maps. There are 60 maps of LL, RL, W, A 
and TA classes in the testing set.

Images were in the first stage pre-processed using CLAHE 
algorithm and then filtered using STFT. Ridge orientation maps 
were computed from the filter enhanced images using PCA and 
multi-scale pyramid decomposition algorithm [4]. 

Cross-validation and grid search methods were used to 
obtain kernel parameters for the training of the SVM algorithms. 
Test results of the SVM algorithm with RBF and triangular kernel 
functions are presented respectively in the fig. 5a and 5b as 
covariance matrices. Both the SVM trained with RBF kernel and 
the SVM trained with triangular kernel achieved classification 
accuracy of 91,3 % on the test data set.

Summary

Experiments described in the paper were performed on the im-
ages of varying quality. Most of these images were of low contrast 
due to the gradual fading of the chemical compound used to 
create impressions of the infants’ fingerprints. Training dataset 
contained partially blurred fingerprint impressions or impressions 

Fig. 5. Test results for the SVM algorithm trained with RBF kernel function (a),  
test results for the SVM algorithm trained with triangular kernel function (b).

of incomplete patterns. Accurate recognition of ridge directions in 
the completely blurred areas of the fingerprint is a difficult task. 
Principal component analysis and multi-scale pyramid decom-
position of the image allows for reliable estimation of local ridge 
directions in the blurred areas, but with the increase of the blurred 
area size certainty of accurate estimation decreases. Accurate 
estimation of ridges direction may not be possible if the blurred 
area contains characteristic points such as cores or triradii. Inclu-
sion of low quality impressions negatively influences selection of 
the parameters for the training of SVM classifiers and also has 
a negative impact on the testing accuracy. Achieved classification 
accuracy is made possible thanks to the pre-processing of the 
images and application of the RBF and triangular kernel functions 
in the SVM training scheme
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Abstract: Ontology represents explicit specification of knowledge in a specific domain of interest in the form of concepts and 
relations among them. This paper presents a medical ontology describing the domain of heart failure (HF). Construction of ontol-
ogy for a domain like HF is recognized as an important step in systematization of existing medical knowledge. The main virtue of 
ontology is that the represented knowledge is both computer and human-readable. The current development of the HF ontology 
is one of the main results of the EU Heartfaid project. The ontology has been implemented using Ontology Web Language and 
Protégé editing tool. It consists of roughly 200 classes, 100 relations and 2000 instances. The ontology is a precise, voluminous, 
portable, and upgradable representation of the HF domain. It is also a useful framework for building knowledge based systems in 
the HF domain, as well as for unambiguous communication between professionals. In the process of developing the HF ontology 
there have been significant technical and medical dilemmas. The current result should not be treated as the ultimate solution 
but as a starting point that will stimulate further research and development activities that can be very relevant for both intelligent 
computer systems and precise communication of medical knowledge.
Keywords: heart failure, ontology, knowledge representation, decision support system, intelligent data analysis

Ontologies usually do not include procedural knowledge 
which defines how a specific task can be realized, how some 
problem can be solved, or what has to be done in a specific 
situation. Complex manipulations with medical knowledge can 
be and already have been implemented without ontologies. 
The examples are diverse expert systems [4-6]. However, con-
struction of ontologies and their usage may have a few decisive 
advantages: 

a)  Starting from the available ontology which defines the con-
cepts and relations among them, it is much easier to implement 
any complex system for data and/or knowledge manipulation. The 
reason is that using the ontology enables appropriate organization 
of procedural knowledge, regardless if these procedures and 
functions are loosely or tightly connected with the ontology, and 
that can be beneficial for the implementation and maintenance 
of these systems [1, 7].

b) Ontologies are reusable in various patient data transforma-
tions in diverse applications. This facilitates interoperability among 
the applications, enables easier verification and comparison, 
and perhaps most significantly, ensures comparability of results 
coming from applications using the same ontology [8].

Introduction

Representation of medical knowledge in a form which enables 
its use by medical computer-based systems is a long-term goal 
for clinical researchers and technical people developing such 
systems. The topic is important due to the complexity of the con-
temporary medical knowledge and the necessity for unambiguous, 
consistent, and reliable reasoning using clinical data [1]. Effec-
tive knowledge representation is also a hot research topic both 
in theory and practice of computer science related to artificial 
intelligence [2]. 

Ontologies are widely accepted as an appropriate form 
for the conceptualization of knowledge [3]. They represent 
a basic step in the knowledge representation process which 
integrates 

a) domain vocabulary (terminology), 
b) organization of concepts expressed in the chosen terminol-

ogy into a hierarchical structure (also known as the taxonomy), 
and 

c) description of relations among concepts and/or classes 
of concepts. 
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c) The development of the ontologies requires that medical 
concepts are precisely defined. The result may be significant 
not only for the implementation of technical systems but also as 
a basis for precise and unambiguous inter-human communication 
including scientific publications, text books, and guidelines [9-11]. 

The work in building medical ontologies started with general 
taxonomies like SNOMED-CT [12] and general ontologies like 
foundational model of anatomy (FMA) [13]. The main reason 
for the development of domain-specific ontologies is that gen-
eral ontologies may not include all domain-related concepts 
and relations necessary for a particular use case [14]. Another 
important reason is the level of the granularity of knowledge 
that is requested by different medical applications. In general, 
there is no agreement in respect to what type of knowledge a 
domain-specific medical ontology should include, the optimal 
organization of the hierarchy of classes, and how relations with 
general ontologies should be implemented [15].

In spite of significant interest in developing domain-specific 
ontologies [16], and recognition of the potential benefits of their 
application [15], there are practically no domain-specific medical 
ontologies for clinical decision-making that are publicly accepted 
and widely used [17].

Heart failure (HF) is a one of the leading causes of morbidity 
and mortality in the world. Despite significant progress in the 
treatment, HF incidence and prevalence continue to increase, 
which represents a serious medical problem [18, 19]. There has 
already been some effort to develop domain-specific medical 
ontologies. Several approaches have been recently proposed 
by authors [8, 20, 21].

This paper presents heart failure ontology as one of the main 
research results of the EU FP6 project Heartfaid [22].

The structure of the work paper is as follows. In section 2 we 
describe data sources and tools employed in the construction 
of the ontology. In section 3 we give an in-depth overview of the 
ontology. Section 4 discusses the significance of the ontology from 
the standpoint of human communication, patient data analysis, 
and decision support. We give an overview of the works of other 
authors in section 5. Section 6 concludes the paper.

Materials and methods

The starting objective for developing the HF ontology was the 
need for an ontology that will be reusable for different decision 
support tasks in the heart failure domain. Such an ontology was 
necessary for the EU Heartfaid project, which required concep-
tualization and codification of the knowledge from guidelines for 
handling congestive and acute heart failure patients published by 
the European Society of Cardiology [19, 23-26]. Other sources 
of information have been used in its development, including, but 
not limited to, the Unified Medical Language System (UMLS) [27], 
the Mayo clinic web site [28] and the Open Clinical web site [29]. 

The ontology is implemented in the Web Ontology Language 
(OWL) [30] using the Protégé editing tool [31]. OWL has been 
developed specifically for web applications (i.e. semantic web) 
but it also has some other favorable properties: it supports a 
very expressive description logic which enables specification 
of complex conditions that may be used for the definition of 
concepts, it supports both object and datatype properties, and it 

nicely integrates with Semantic Web Rule Language (SWRL) that 
can be used for procedural knowledge description in ontologies 
[32, 33]. There are publicly available open-source reasoners 
for OWL [34]. The Protégé tool presents a useful and intuitive 
visual interface for human editing and validation of the ontology 
and, by its publicly available Java library, it supports and enables 
development of various software applications that may use the 
developed ontologies [35]. All these reasons have been decisive 
for using OWL in this project.

The information contained in the ontology has been added 
manually. Several currently available automatic tools for ontology 
construction have been considered in the project, with the most 
promissing one being Guideline Interchange Format (GLIF) [36]. 
The automatic tools failed to combine accurately and efficiently 
the information coming from diverse sources. The content of 
the ontology has been proof-read by several medical experts 
collaborating on the project.

The current version of the ontology is in accordance with 
the last guidelines of European Society of Cardiology for the 
diagnosis and treatment of acute and chronic heart failure pub-
lished in the year 2008 [19]. It has been exported into the HTML 
format and is available as a series of web pages at http://lis.irb.
hr/heartfaid/ontology/.  Besides for the Heartfaid project, the 
ontology has been till now used for scientific research purposes 
by Division of Biomedical Informatics Research at Stanford Uni-
versity School of Medicine [37] and by Heart + Lung Institute at 
St. Paul’s Hospital at University of British Columbia.

Results

Heart failure ontology description

The HF ontology presents the formalized description of concepts 
for the HF domain. It includes basic HF concepts, properties 
that characterize patients, all relevant diagnostic examinations 
and tests, as well as treatment procedures. The ontology also 
includes other cardiovascular system related concepts as well 
as concepts related to other organs connected with HF. 

The ontology presents a detailed taxonomic overview of the 
HF domain with around 200 classes describing HF related con-
cepts. Examples are “Cardiac_hypertrophy”, “Blood_pressure_
signs” or “Heart_murmurs”. These concepts are interconnected 
with super-class and sub-class properties into a hierarchical 
tree-like structure. At the basic level there are five super-classes: 
“HF_concept”, “Patient_characteristic”, “Patient”, “Testing”, and 
“Treatment”. 

Instances are members of the classes and typically represent 
list of concrete concepts relevant for the class. For example, the 
“Cardiac_hypertrophy” class has the following six instances: 
“Cardiomegaly”, “Combined ventricular hypertrophy”, “Left_atri-
al_hypertrophy”, “Left_ventricular-hypertrophy”, “Right_atrial_hy-
pertrophy”, and “Right_ventricular_hypertrophy”.   In total, the 
HF ontology includes more than 2000 instances. When possible, 
instances and classes are connected by their UMLS Concept 
Unique Identifier (CUI number) and with a list of synonyms.  
Fig. 1 presents the class “Echocardiography_tests” with seven 
instances including “Doppler_echocardiography” which has the 
CUI “C0013520”.
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Like all ontologies, the HF ontology contains properties that 
connect instances in different classes. These properties enable 
representation of relations between two concepts. For example, 
the relationship between instance “Valvular_heart_disease” from 
the class “Heart_valve_diseases” and the instance “Dyspnea” 
from the class of “Signs_and_symptoms” may be represented 
by the property “CouldBeRelatedTo”. Similarly, “Hyperkalemia” 
from the class “Potassium_disorder” may be linked to “Potas-
sium_sparing_diuretics” or “Spironolactone” by the property 
“MayBeCausedByMedication”. The HF ontology includes defi-
nitions of more than 100 different properties. In Fig. 1 we can 
see that the instance “Doppler_echocardiography” has proper-
ties “Definition”, “Measures” and “CanDetect”. “Definition” is a 
datatype property which contains a text description of the instance 
while “Measures” and “CanDetect” are object properties which 
represent relationships to other  instances in the ontology. Spe-
cifically, for the instance “Doppler_echocardiography” property 
“Measures” includes 45 instances starting with “Left_atrial_pres-
sure” while property “CanDetect” includes 9 instances starting with 
“Right_ventricular_diastolic_dysfunction”. Besides that, instance 
“Doppler_echocardiography” has 13 additional properties that 
are not presented in Fig. 1.

Heart failure ontology structure

Class “HF_concept” is one of the five main ontology super-
classes. It consists of a hierarchy of classes which describe 
HF terminology, including the risks for congestive heart failure, 
medical synonyms, and types of classification. One can consider 
it as a backbone of the whole ontology (Fig. 2). In parentheses, 
the number of instances in the corresponding class is given.

Class “Patient_characteristics” contains patient’s demo-
graphical characteristics, possible diagnoses, possible signs 
and symptoms, prognosis and other characteristics. In fact, 
this hierarchy defines clinical data in the patient’s HF medical 
record. It is interesting to note that both diagnosis and signs 
and symptoms have been placed in this class.  (Fig. 3). Class 
hierarchy is shown down to the third-level subclasses due to 
space limitations.

Class “Testing” represents knowledge regarding tests per-
formed in medical institutions. This includes a list of tests, usual 
measurements, measurements normal ranges and relevant 
results. Physical examination has also been placed within this 
class. Each test relevant to HF has properties that denote the 
measurements for that test and also which disorders it can detect. 
Some tests are invasive or used in combination with other tests 
and this information is also included. The specification of test 
measurements is as thorough as possible (Fig 4). 

Class “Treatment” consists of medical procedures used in 
the healing process, including medications, devices, invasive and 
non-invasive procedures, and recommendations regarding HF. 
Medications are organized into medication groups. Most of the 
medications relevant for HF symptoms and common comorbidi-
ties have been included in the ontology, along with medication 
dosages and their contraindications (Fig. 5).
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The last super-class is “Patient” which is the place reserved 
for factual knowledge about particular patients. Class “Patient” 
has no subclasses, so there is no class hierarchy that can be 
displayed. At the moment, for illustrative purposes, this class 
contains only three patients, but this is the place where in real ap-
plications typically many patient data will be present in the same 
format. The data may be extracted from medical records or they 
can be inferred as the result of the reasoning process. Patients 
have roughly 40 properties in the ontology. 

For a more detailed representation of the ontology structure 
than the ones shown in the Fig. 2-5 we refer the reader to the on-
tology web site [http://lis.irb.hr/heartfaid/ontology/].

Most significant classes

In this section we present a few most important classes in the 
HF ontology.
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Class “Diagnosis”

Class “Diagnosis” is a subclass of the class “Patient_characteris-
tics”. It consists of four subclasses: “Cardiovascular_system_re-
lated”, “Effects”, “Related_to_other_organs”, and “Syndromes”. 
“Cardiovascular_system_related” contains also four important 
subclasses as shown in Fig. 3. These are “Blood_cell_disorder”, 
“Circulation_disorder”, “Directly_HF_related” and “Heart_dis-
eases”. Each of these classes is further divided into many sub-
classes and instances. 

Class “Heart_diseases” contains the list of all heart-related 
disorders, excluding HF. For example, instances “Left_atrial_hy-
pertrophy”, “Myocardial_fibrosis”, “Cardiomegaly”, “Aortic_valve_
insufficiency”, “Sick_sinus_syndrome”, “Left_bundle_branch_
block”, and many others are members of the subclasses of the 
class “Heart_diseases”. 

Class “Directly_HF_related” contains very specific diag-
noses related directly to HF, such as “Chronic_heart_failure”, 
“Acute_heart_failure”, “Left_ventricular_systolic_dysfunction”, 
“Diastolic_heart_failure”, and others.

Some of the most interesting classes in the ontology are 
“Blood_cell_disorder” and “Circulation_disorder”, because heart 
failure is often in direct relation with the dynamics of the blood flow 
and with its content. Examples of included concepts are: “Hypo-
volemia”, “Sepsis”, “Polycythemia”, “Thromboembolic_event” and 
“Hemorrhage”. However, there are lot of other important blood 
and circulation related disorders and not all of them could be 
included in this ontology.

We added many other disorders that are not cardiovascular 
because they are related to the functioning of the heart, relevant 
as possible causes of the HF symptoms, or relevant to the treat-
ment of HF. These are included in the class “Related_to_other_or-
gans”. Some of the examples are: “Skeletal_muscle_problems”, 
“Anaemia”, “Cerebral_hemorrhage”, “Drug_abuse”, “Pneumonia”, 
etc.

Some of patient statuses that can not be exactly considered 
as a diagnosis and some known HF syndromes are given in 
classes “Syndromes” and “Effects”.  Examples include: “Lack_of_
adequate_sleep”, “Meningism”, “Overeating” and “Reduced_sud-
den_death”.  The class “Diagnosis” thus contains many different 
possible aspects of the heart failure disorder and even a wider 
range of diseases. Most of the significant diseases which are 
considered to be relevant to heart problems in any way are 
members of this class.

Class “Medication”

“Medication” is a subclass of the root class “Treatment” and it 
contains HF related medications and medication groups. It also 
contains some of the other generic medications used in treatment 
of heart related problems, such as medications for atrial fibrillation 
or high blood pressure.  This class is divided into three classes: 
“Avoid_or_use_with_caution_medications”, “Heart_failure_medi-
cation_group”, and “Other_medications_ groups”. 

Classes for the specific medication group include individual 
generic medications. Medication groups may also have a specific 
instance, e.g. “ACE_inhibitors” or “Nitrates” or “Angiotensin_II_re-
ceptor_blockers”. Individual medications and medication groups 

contain about a dozen important properties such as properties 
related to dosage: “InitiatingDose”, “TargetDose”, “Maximum-
RecommendedDailyDose”, “MaintenanceDose”, “SideEffect”, 
“Indicated”, “Contraindicated”, etc. These properties link medica-
tions with signs and symptoms, diagnosis and other medications.

Class, “Avoid_or_use_with_caution_medications,” contains 
specific medications that should not be prescribed to the patient 
if the patient has HF, as recommended by chronic heart failure 
guidelines, such as “Corticosteroids”, “Diltiazem” and “Verapamil”. 
[19, 23-25].  Finally, “Other_medication_groups” includes those 
groups of medications and individual medications not directly 
used in the treatment of HF, but rather in the treatment of the 
most common comorbidities.  Currently, there are a total of 37 
medication groups and about 100 individual generic medications 
in the HF ontology.

Class “Testing”

The sub-class “Test_list” contains a thorough list of tests spanned 
through four classes: “Echocardiography_tests”, “Electrocar-
diography_tests”, “Hematology_and_biochemistry_tests” and 
“Other_tests”. There are seven individual tests under “Echocar-
diography_tests” as shown in Fig. 1. There are two electrocardi-
ography based tests: “Electrocardiogram_at_rest” (12-lead) and 
“Holter_electrocardiography_24_hour”. There are 27 hematology 
and biochemistry tests, for example: “C-reactive_protein_test”, 
“Complete_blood_count”, “Leukocytes”, “Lipid_panel”, “S-glu-
cose” etc. “Other_tests” include 18 tests, e.g. “Cardiac_MRI”, 
“Cardiovascular_monitoring”, “Chest_CT”, “6_minute_walk_test” 
and “Thoracic_radiography”. Each test has its measurements 
specified in a separate class. All of these classes are placed in 
the class “Test_measurements”, under the class “Testing”. Test 
results relevant for inference of some disorders are placed in the 
separate class “Relevant_test_results”, which enumerates 107 
instances. For example: “Cardiothoracic_ratio_greater_than_0.5”, 
“BNP_value_higher_than_100_pg_per_ml”, “E_A_ratio_less_
than_1” etc.

There also exists a separate class “Normal_ranges” used 
to specify the normal values, most often in mg/dl or mmol/l, but 
also in other measure units. 

Class “UMLS_syn”

Finally, we consider the class “UMLS_syn”, which is a sub-
class of class “Synonym”, subclass of “Terms” and subclass of 
“HF_concept” (see Fig. 2). Class “UMLS_syn” contains many of 
the synonyms taken from Unified Medical Language System. In 
OWL, there can be only one instance with each unique name 
in the whole ontology despite the fact that there may be many 
synonyms for any given concept. This is solved by creating in-
stances of significant synonyms in the class “UMLS_syn”.  Each 
instance of this class has its name and CUI, which identifies 
it in UMLS. For example, instance “Dehydration” of the class 
“Effects” has UMLS synonyms “Exsiccosis” and “Dehydrated” 
in class “UMLS_syn” and all possess the same CUI: C0011175. 

Class “UMLS_syn” differs from a more general class “Syn-
onym” in that an instance located in the class “UMLS_syn” must 
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be found in the UMLS while instances in superclass “Synonym” 
need not be present in UMLS. An example is the instance 
“Acute_heart_failure” in the class “Heart failure”. It has synonyms: 
“Decompensated_heart_failure” and “AHF” in class “Synonym” 
and “Cardiac_failure_acute” in class “UMLS_syn”.  “Decompen-
sated_heart_failure” and “AHF” do not exist in UMLS (at present), 
but are important concepts in guidelines for the acute heart failure 
and are thus added as synonyms for the acute heart failure 
(although decompensated heart failure is not strictly a synonym 
for the acute heart failure, it is its most common case).

Discussion about applications

The primary application of this HF ontology is in human profes-
sional communication [9]. For this purpose it is enough to verify 
that a term exists in the ontology and that the relations as de-
scribed by the ontology correspond to our understanding of the 
underlying concept in a concrete situation.  If these conditions 
are met, then we can be fairly certain that other humans will be 
able to correctly understand our statements. If a term is not in 
the ontology or its relations to other concepts are different from 
those that we assume, a good practice is to specify explicitly the 
term and its relations with those concepts that are present in the 
HF ontology. If such a concept and its relations are important for 
many users, it can be added to revised versions of the ontology.

Patient data transformation

Very useful is the application of the ontology for systematic 
and reproducible patient data analysis tasks. For this purpose, 
an addition of some procedural knowledge for the transforma-
tion or abstraction of patient data is necessary. By connecting 
these procedural relations with the ontology we ensure that 
implemented relations can be verified and potentially reused 
on different datasets. This approach is especially relevant for 
scientific research tasks in clinical studies because it is pos-
sible to ensure transparency and reproducibility of the obtained 
results [7, 37]. Currently, the most popular is the use of SWRL for 
coding procedural relation in the form of rules. Publicly available 
description logic reasoners such as Pellet [34] can be used for 

the execution of the data transformation and data preparation 
process. A schematic illustration of this type of application is 
presented in Fig. 6. The figure demonstrates that the actual data 
transformation is performed by the reasoning process performed 
on patient data previously extracted from patient records and 
presented in the ontology as factual knowledge. The transforma-
tion definitions are in the form of SWRL rules which use concepts 
defined by the HF ontology. 

Decision support

The most sophisticated is the application of the HF ontology in 
intelligent decision support systems (DSS). In this type of ap-
plication, a complete expert system for patient related warnings, 
suggestions, and/or decisions may be implemented. 

The starting point is descriptive knowledge about the medical 
domain (HF ontology) into which procedural knowledge (also 
called actionable knowledge) presented in the form of rules 
is added [38]. The rules connect some patient properties with 
relevant conclusions. An example is the rule for systolic HF 
which states:

Patient has systolic HF if
a) he has performed echocardiography and
b) has either decreased left ventricular contractility or left 

ventricular ejection fraction below 40% and
c)  has some HF signs or symptoms.
SWRL may be used for the presentation of these rules in 

the same way as described in the data transformation applica-
tions. Because of such integration, the procedural knowledge 
uses the taxonomy of the HF ontology and, what is even more 
relevant, it may use information from the descriptive knowledge 
part. An example is that in the case of the rule for systolic HF we 
do not need to list all HF signs and symptoms in this rule. We 
only need to test if a patient has any instance from the classes 
defining HF signs and HF symptoms. Another example is that 
in the HF ontology there are classifications of medications and 
their initiating and target doses. This information may be used 
to implement rules that warn about potentially conflicting situa-
tions when there are two instances from the same class for the 
same patient (for example in the class “Angiotensin_II_recep-
tor_blocker”), to suggest initiating dose when introduction of 
a medication is suggested, and to warn when current dose is 
higher than the target dose. 

There are two drawbacks that we are aware of when using 
SWRL as a rule-based system. The first one is that the Pellet 
reasoner supports only decidable (DL-safe) SWRL rules. This 
limits the application of rules to only those instances that are 
contained in the ontology. A solution is a translator between 
a database and the ontology that transforms database entries 
into a set of allowed instances. The second problem with SWRL 
is that negation-as-failure is not supported. This problem can be 
solved by applying quantifiers on the properties or by introducing 
instances representing negative results.

In the realized HF expert system for the Heartfaid platform, 
procedural knowledge is organized in eight groups of rules in-
cluding: diagnosis, alternative diagnosis, severity assessment, 
prognosis, medication prescription and medication related warn-
ings, and acute decompensation detection. In total, the expert 
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system consists of about 200 rules that are in form similar to the 
presented rule for systolic HF. 

The third necessary component of an expert system, besides 
descriptive and procedural knowledge, is factual knowledge about 
real patient data. The data are extracted from patient records 
and inserted into the ontology in the form of instances into the 
class “Patient”. The data may be categorical (like “Patient_per-
formed_echo” or “Patient_has_low_EA_ratio”) or they may be 
numerical (like “Measured_ejection_fraction” equals 30%). In 
the latter case additional SWRL rules are used to generate cat-
egorical instances necessary for decision support tasks (like 
“Ejection_fraction_above_40”, or “Ejection_fraction_30-40”). The 
conclusions obtained as a result of the reasoning process (like “Pa-
tient_has_systolic_HF”) are also instances of the class “Patient”. 

The process and complexity of the transformation of patient 
data into ontological form of factual knowledge and the process of 
presentation of results of the reasoning from the ontological form 
into human interpretable suggestions depend on the particular 
application. The reasoning part of the expert system may be 
implemented by general reasoning tools in the same way as for 
data transformation tasks as shown in Fig. 6. The only differences 
between the applications for patient data analysis tasks and the 
decision support applications are that a) the latter have as their 
input data about one patient only and b) their output is not only 
the transformed input information but concrete warnings, sug-
gestions, and/or decisions that may be interpreted by humans.

The similarities between these two types of apparently very 
different applications and the utility of a single HF ontology for 
both of them, demonstrate the reusability of the implemented 
ontology. This was a primary motivating factor in choosing to 
use ontologies as the knowledge-representation method for 
the EU Heartfaid project. The approach is suggested also for 
applications in various clinical studies.

In the Heartfaid project we have also made an experiment that 
is applicable only for decision support applications of ontologies. 
In this experiment we have introduced actionable subclasses of 
the class “Patient” that are defined by necessary and sufficient 
conditions representing rules in the description logic formalism. 
The approach is illustrated in Fig. 7. The motivation has been 

to construct a hierarchy of actionable classes in a way similar 
to the ontology for descriptive knowledge. The goal has been 
natural ordering and clustering of rules with the aim to enable 
more effective maintenance of procedural knowledge and more 
human intuitive coding of rules than in the implementation using 
SWRL. In this setting the result of reasoning is not introduction 
of an additional instance like “Patient_has_systolic_HF” but the 
result of reasoning is placement of the patient, which is already 
an existing instance and which is the object of reasoning, into the 
class “Systolic_positive” that is defined with the rule describing 
systolic HF patients (Fig. 7). The characteristics and problems 
related to this approach are the topic of further research and are 
out of scope of this work.

Applications in other domains

The HF ontology presented in this work has already been used 
for such applications by Stanford University School of Medicine 
[34]. In this application, the ontology has been used for the 
research in the field of etiology and risk factors of the nonisch-
emic heart failure. For this application three different knowledge 
bases have been developed on the top of the HF ontology: a HF 
pathophysiology knowledge base, a diagnostic criteria knowledge 
base, and a nonischemic HF etiology knowledge base.  These 
knowledge bases are then applied to patients’ clinical data using 
SWRL for patient phenotype classification, data set generation, 
and hypothesis validation and discovery in the framework as 
presented in Fig. 6.

Related work

This section gives an overview of several recently proposed 
approaches to ontology-based, domain-specific modeling in 
cardiovascular medicine [8, 20, 21]. 

The work by Eccher et al. [8] promotes a very flexible archi-
tecture for supporting a health care process and its interface with 
medical knowledge bases for the case of HF.  Also interesting is 
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the approach for building the ontology that starts with archetypes 
that are developed for the concrete application, which are then 
integrated into general reference ontology of medicine (DOLCE). 
The work performed by Esposito [20] deals with ontology-based 
reasoning applied to patients with congenital heart disease (CHD). 
By using some specific parts of the SNOMED medical termino-
logy, the author managed to construct a small domain-specific 
ontology used to detect congenital malformations of the heart 
and of its blood vessels. 

The authors Chiarugi et al. [21] recently proposed a DSS 
for heart failure patients’ management based on the knowledge 
acquired through continuous collaboration on the Heartfaid 
project. The smaller ontologies used by the DSS were devel-
oped for the purpose of faster computer reasoning as well as 
for easier maintenance. The authors designed the DSS in such 
a way that it takes signal and image processing patient data, 
stores them in a database, transforms and imports the data in 
the ontologies by using Jena framework, reasons on the data 
by using Pellet reasoner, and displays various suggestions to 
medical personnel. 

Conclusions 

In our work we have been confronted with many dilemmas and 
the current version of the HF ontology may be interesting also 
as a prototype for building similar medical ontologies for other 
domains. With the discussion on potential benefits of using ontolo-
gies, we also try to motivate the medical community for stronger 
participation in building and refinement of medical ontologies. 
Nobody can better define the ontology than the HF experts, 
and the heart failure community can significantly profit if both 
technical systems and humans in their communication start to 
use this standard. 

This HF ontology has been developed mainly by technical 
people by reading medical literature, primarily HF guidelines 
published by European Society of Cardiology. In this sense the 
current version is more an effort to demonstrate how a useful 
ontology may look like than the final product. In order to stimulate 
its application and its further development, the complete HF 
ontology is made public. Constructive criticism may help us to 
improve the ontology iteratively. How the process of the ontology 
maintenance should be organized in order to ensure its public 
relevance and constant improvements at the same time, is still 
an open issue. 

By connecting the procedural tasks with the ontology as part 
of data preprocessing, we ensure transparency, consistency, and 
reusability of the procedures, characteristics that are important 
for scientific research tasks and medical trials.  Integration of 
procedural knowledge (rules) with ontological representation 
of domain related descriptive knowledge in decision support 
tasks enables direct use of descriptive knowledge in the decision 
making process. A nice property of such integration is that the 
reasoning result may change automatically when the knowledge 
present in the HF ontology is updated. The approach has been 
demonstrated as useful within the Heartfaid platform and is 
suggested also for other similar projects.
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Figure captions

Fig. 1.  Instances in class “Echocardiography_tests” and some 
properties of the instance “Doppler_echocardiography”. 
It can be seen that the instance has CUI and “Defini-
tion” as obligatory parts and some other properties like 
“Measures” and “CanDetect”.

Fig. 2.  The “HF_concept” super-class includes following sub-
classes: “Terms”, “CHF_risks”, and “Classification”.

Fig. 3.  “Patient_characteristics” super-class consists of: “Demo-
graphic_characteristics”, “Diagnosis”, “Other_patient_
characteristics”, and “Signs_and_symptoms”. Each of 
these classes includes many different concepts.

Fig. 4.  The hierarchy of the class “Testing”.
Fig. 5.  Super-class “Treatment” consists of three sub-classes: 

“Additional_therapy”, “Medical_devices_and_surgi-
cal_procedures”, and “Medication”. This last one is rel-
evant because of the information about many specific 
medications.

Fig. 6.  Application of the ontology for systematic and reproduc-
ible patient data analysis tasks.

Fig. 7.  Procedural knowledge integrated into HF ontology as 
actionable classes for the implementation of the Heartfaid 
expert system. The central part of the figure presents 
definition of a rule for the diagnosis of the systolic heart 
failure by using description logic. The left part of the 
figure presents eight super-classes in which actionable 
knowledge is included in a hierarchical order.
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Dynamic advances in medical computer science and growing 
demands of computer users lead to the creation of novel computer 
systems of increasing complexity. Such systems contain a number 
of co-operating components which are located on many machines 
and communicate with one another using various methods. Ap-
plications designed to realize single tasks are slowly becoming 
relics of the past, being replaced by more difficult and complex 
systems designated to manage in an organized and guided man-
ner the work of an individual. This means that algorithm creation 
skills have to be complemented with the knowledge related to 
systematic design of complex computer systems, especially when 
they are created by an organized team of programmers. Then, 
not only the requirements of project realization, but also proper 
communication within the team should be defined. An additional 
problem involves changes in the system specification that may 
alter its structure. Taking the above into consideration, it can be 
concluded that the lack of experience with modern methods of 
software design is one of the most frequent reasons for the failure 
of the entire process [4].

The basic problem that appears during software construction 
is its complexity [1]. When the system becomes too complex, the 
designer ceases to “reign” over its every aspect. The general 
understanding of such a complex system in its all aspects ex-
ceeds human possibilities. The division (structuralization) of the 
system according to the defined criteria seems to be the solution 
to the problem. However, the problem described by the system 

has to meet the basic assumption underlying its decomposition, 
otherwise structuralization of the system will not be possible. 

The decomposition means that every element can be de-
scribed by the sequence of more detailed elements (sub-systems) 
which also can be split to even simpler elements. This process 
should be continued until the obtained elements are trivial to 
implement. As a result of this process, the hierarchical structure 
is achieved. It is assumed that in such sub-systems, inner-group 
communication is more dynamic than the outer one. Expanding 
functionality is the natural tendency of computer systems. De-
composition should be conducted in the way that enables easy 
implementation of a wide range of changes and other modules 
to the already existing code.

While constructing the computer system it is assumed that 
the problem to be solved with its use can be decomposed. The 
software construction is divided into 5 stages:
 – Analysis
 – Design
 – Implementation
 – Testing
 – Maintenance

The analysis stage includes formalization of the set of system 
requirements to meet, construction of the functional model of this 
system, building a model of system interactions with the external 
world (users, machines) and creation of the information flow 
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control model between the system and its modules. The design 
stage translates the logical description defined in the previous 
stage into the description of the physical structure of the system. 
Based on the physical structure, elements of hardware can be 
defined: computers, servers, network media; software: applica-
tions, objects, functions; and their allocation to equipment com-
ponents. The implementation stage means coding the algorithms 
and data, using the specific programming language to create 
a system structure that matches the earlier physical description. 
In the testing stage software components have to be physically 
allocated to the hardware units described by the system struc-
ture. At this stage, proper functioning of the software is tested in  
the user’s environment. Any bugs that appear are fixed. The ul-
timate user can have access to the system during this phase. 
Finally, the maintenance stage begins from the moment of the 
system delivery to the user and involves: continuous elimina-
tion of the bugs that come out during exploitation, expanding 
the system functionality according to the user’s suggestions and 
improving the overall performance. Each of these stages should 
be realized by an individual team. The stages may intervene or 
can be implemented consecutively.

The analysis and design of the system (hereinafter referred 
to design) are the key stages in the process of its creation. 
Properly conducted, they can significantly reduce the time of 
software construction, minimize errors, increase reliability, and 
simplify testing and servicing of the created system. Over the last 
years, system designing has been in the centre of interest among 
specialists in this field. As a result, many methods that allow for 
systematic and analytic approach to software design have been 
worked out. JSP is one of them. 

The JSP method (Jackson Structured Programming further 
called Jackson method) is a well documented and proven method 
of software design. It is completely independent of the language 
used. The method was created in 1976 by Michael Jackson 
and has become a widely used method of design, especially in 
Europe. In the 70s and 80s of the 20th century it was considered 
the standard software specification by WHO and the government 
of the United Kingdom [8]. This method is most frequently used 
to deal with sequential problems, particularly when the sequence 
is arranged in time. 

The basic principle of Jackson method is that the design starts 
with the analysis and modeling of part of reality in the context of 
which the system is to work and which is to include. However, no 
data structures or methods that the system has to perform are 
specified. The system created with JSP method contains direct 
simulation (model) of reality which has to be specified prior to 
any designing [5].

Creating a model of reality is generally easier than taking 
decisions in the design stage. This is because the model fre-
quently exists in reality and is well known to potential users of 
the system. When modeling a real problem, a software developer 
should grasp the user’s point of view on that problem. Consulting 
the user may help avoid confusion and many errors in the future. 
A clear picture of the model defines possible methods and objects 
of the proposed system.

Another principle of Jackson method is that an appropri-
ate model of sequential problem is also sequential. The model 

consists of a sequence of processes that communicate with 
one another. The sequence should reflect sequentiality of the 
actual problem. The model should be implemented through 
specification transformation into an efficient and useful set of 
processes, adapted to the available hardware. Special attention 
should be paid to the correct schedule of the processes, and 
particularly to the fact that a potentially small number of available 
processor units have to be shared by relatively many separate  
processes. 

The Jackson method-based design process consists of three 
stages: 
 – Analysis 
 – Specification 
 – Implementation 

The first two stages are responsible for the design of appropri-
ate models of the system. The first stage is responsible for creat-
ing the data structure. In the second stage, system specification 
model and program structure model are created. The final stage 
means encoding of the existing models using a chosen program-
ming language. Sometimes system implementation models are 
also created; this, however, will not be described here.

Data structure model construction is of major significance 
in Jackson method. The design of this model outstrips all other 
designs, according to the assumption that it is the data structure 
model that defines the potential space of the system function 
models. This is also consistent with the basic design principle 
to treat the system as a pattern transforming input data into 
output data, with very restrictive assumptions as to the form of 
data structures. These structures can only be represented as 
a hierarchical tree and are presented graphically as rectangles 
which can be interconnected by a relationship denoting inclu-
sion. There are three basic types of the relationship: sequence, 
selection and iteration. They have been presented in Figure 1.

The sequence (Figure 1a) means that the structure A consists 
of components B, C and D. The choice (Figure 1b) means that 
the structure A consists of one of the components B, C or D. The 
iteration (Figure 1c) means that the structure A potentially contains 
multiple components C (may not include any of them). It should 
be emphasized that these basic types of tree-like structures can 
be mixed with one another to fully reflect the structure complexity. 
Additionally, each component structure may itself contain multiple 
smaller parts. This is a consequence of the decomposition rule 
mentioned above. Having developed the full data structure, the 
application structure model and system specification model 
should be designed. At this stage, it is assumed that the program 
structure model inherits from data structure model [6] [7]. This 
assumption is usually met. If the information consists of separate 
elements, the procedure processing this information can be 
divided into appropriate subroutines that process the respective 
elements. Likewise, processing an alternative means choosing 
a specific subroutine depending on which component has to be 
processed. The iterative procedure consists of multiple calls to 
the same subroutine for each of the components. The appropriate 
diagrams look exactly the same as in Figure 1, except that they 
no longer represent data structures, but the program structure 
that processes them.
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The Jackson method perfectly suits to design a complex 
system involving a number of interrelated modules. An example 
of such a system is the application used to support manage-
ment of education and research activity of a clinical department. 
The system operates on a variety of datasets, performing many 
operations specific to a particular scenario. The scenarios in 
this case depend on the posts occupied by the system users. 
Having in mind the enormous complexity of the system logic it 
is necessary to prepare an earlier detailed documentation in 
order to avoid complications at later stages of its construction. 

To apply the method to design the system that supports 
management of a clinical department, the following datasets 
should be specified first [3]:
 – all data (entities) inputted to the system (documents that 

are entered to the system),
 – all data (entities) outputted from the system (documents 

that are presented to the user by the system),
 – set of auxiliary data (entity) (used internally as system in-

formation store).

Complex information system is split into modules prepared 
for individual scenarios of system use. The scenarios are re-
lated to the posts at which the system is used and so is the 
list of data ranges used by the information system that sup-
ports the clinical department. General data can be divided into  
4 categories:
 – administrative and financial,
 – scientific activity,
 – didactic activity,
 – medical.

In everyday work of the information system, the following 
posts can be listed:
 – the Secretary’s Office

 – the Head of Department
 – Teacher
 – Scientific worker
 – Doctor
 – Student

Now, we are going to construct fragments of the input struc-
ture diagram for the Teacher module. Most frequently data used 
at this post include:
 – teaching room occupation – a list of available rooms to-

gether with timetable related to them. Complete data on 
room reservation by respective teachers,

 – list of students – full listing of students attending classes, 
along with data concerning the subject, course and year 
of study,

 – examination and credit protocols – electronic version of 
protocols transmitted to the Dean’s Offices with information 
concerning evaluation of individual students,

 – distribution of students into groups – information about 
groups in which students take courses and specifying 
group membership for each student,

 – students’ attendance lists – electronic list of students at-
tending each class,

 – tests, credits and examinations (marks) – a collection of 
data required to make a decision whether to award a credit 
to a student or not,

 – class synopsis – information about the respective sylla-
buses.

Data most frequently entered include:
 – students’ attendance,
 – test, credit, exam results,
 – exam and credit protocol data,
 – class synopsis

Fig. 1. Tree construction model: (a) sequence, (b) choice, (c) iteration.
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Fig. 2. Class attendance information data structure diagram.

Fig. 3. Diagram of data structure information about students’ evaluation results.

Checking students’ attendance is one of the most frequent 
actions performed by teachers. The attendance is usually re-
corded in files, often in the form of sheets of paper cards with 
information about absence and late comings. This information 
has a specified format. Figure 2 shows the format in a JSP data 
structure diagram.

Checking attendance starts with choosing the respective 
student group. Next step involves choosing the type of meeting, 
based on the synopsis entered earlier. There are four options 
(regular classes, a test or exam). In the case of regular classes, 
the class subject should be found from the synopsis. Similarly, 
the previously planned scenario can be chosen for the test. 

Then, the date of the meeting should be entered and attendance 
has to be checked for each student. There are four alternative 
student attendance states: present, absent, late, excusably  
absent. 

Verification is an essential element of the didactic process. 
The system supporting the process of teaching should therefore 
enable the user to record data concerning the results of student 
evaluation. Notes that are often made on separate sheets of 
paper or in specially designed notebooks can be transferred to 
the system, thus allowing easy access, not only for the teacher 
but also for all other authorized users [9]. In addition, incorpo-
ration of appropriate logic into the system will allow effective 
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creation of electronic versions of test or examination protocols. 
The structure that stores this information can be described by 
the diagram shown in Figure 3.

Entering the evaluation results begins with student group 
selection. For each student, course specification and type of 
verification (test, credit, exam) should be defined. Worthy of 
note is that for any combination of one student and the selected 
course it is possible to enter results of several tests (or none), 
and alternatively exam or credit grade. In the case of test, one 
of the scheduled tests has to be chosen. Any additional data, 
such as date and whether it is a resit, should be specified. In 
addition, student’s grade, obtained during verification should 

be entered. For credit, date should be also specified, as well as 
the result (positive or negative). In the case of exam, two types 
can be entered – oral or written. The structure allows us to enter 
the data concerning the two types of examination at once, as 
well as the examination diet (first attempt or resit) by using the 
“Exam Data”.

The examination and credit protocols are used periodically in 
a teaching unit. They are produced at the end of each semester, 
for each group of students and course. It contains data on final 
credits or exams and eventually has to been passed to the Dean’s 
Office. Data structure of the examination and credit protocols is 
presented in the diagram (Figure 4).

Fig. 4. Credit and exam protocol data structure diagram.

Such a protocol is designed for a specific course, selected 
from a group of courses. Thus, each course requires a separate 
protocol or even a few protocols (e.g.: first attempt and resit). 
In one instance of the protocol, additional data can be added 
about teacher, field of study or form of final testing (credit or 
exam). The main component of the protocol is a list of students 
with their data (full name or index number) and final test results. 
Credit result is either positive or negative, whereas examination 
result is expressed by a grade. In addition, each student must be 
assigned to the teacher who authorizes the evaluation results.

The initial stage of the teacher’ coursework in the relevant 
subject involves designing the class synopsis, containing a de-
tailed specification of the subject matter for each meeting with the 
group, together with details of the issues covered. The program 
content, carefully assigned to each meeting, is a key to efficient 
realization of the teaching process. The electronic version of 
the synopsis entered to the system will facilitate control of the 
teaching process, both in individual and group aspects. Relating 
the subject matter specified in the synopsis to the respective 
classes for students provides the information on the course 
program realization. The diagram of the synopsis data structure 
has been presented in Figure 5.

Fig. 5. Synopsis data structure diagram.
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Synopsis shall be prepared separately for each group of 
students, taking into account the distribution of group meetings 
(their number and duration). It seems obvious that once the group 
has been defined, the course synopsis should be selected. The 
synopsis consists of certain number of meetings, each of which 
having a definite type: classes, lecture or testing. Additional pieces 
of information, such as duration or required teaching aids should 
be determined. Depending on the type of meeting we can specify 
task contents, material to discuss or a subsequent test number.

The computer system based on the JSP method ensures 
compliance with the assumptions made at the stage of analysis 
and allows tracking its further efficient expansion. Organization 
of input data structures allows their smooth conversion into ele-
ments of the application code responsible for their processing.

The complexity of the system that supports management of 
a clinical, teaching and research department makes it impos-
sible to draw up the entire diagram in the current publication. 
However, the presented fragments prove that with proper effort 
the presentation of the complete diagram can be feasible.

The elements of the data structure diagram presented above 
constitute only a small part of the whole project. After correct 
analysis and decomposition of the problem, the diagram can 
be completed with new items. Such necessity may occur during 
discussing the system functionality with its future users. In such 
situations, it frequently appears that additional data can increase 
work efficiency, which should be one of the key benefits of the 
system implementation [2]. Definition of the diagram for the 
output and auxiliary data will clarify the tasks of the processes 
mediating data transformation.
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